
A process-oriented biogeochemical model for
marine ecosystems: Development, numerical

study, and application

Marcos Duarte Mateus

January 2006



ii



Contents

Abstract vii

Resumo ix

Acknowledgments xi

Overview xv

1 Introduction 1
1.1 A glance at the state-of-the-art . . . . . . . . . . . . . . . . . 3
1.2 A changing paradigm . . . . . . . . . . . . . . . . . . . . . . . 6

1.2.1 Variable internal composition . . . . . . . . . . . . . . 6
1.2.2 Structured based models . . . . . . . . . . . . . . . . . 7
1.2.3 Chlorophyll to Carbon ratio . . . . . . . . . . . . . . . 7
1.2.4 Multi-element models . . . . . . . . . . . . . . . . . . 7

1.3 Model complexity . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4 The MOHID modelling system . . . . . . . . . . . . . . . . . 11
1.5 Becoming operational . . . . . . . . . . . . . . . . . . . . . . 14
1.6 Rationale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2 Model mohid.Life.1.0 structure 17
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.1.1 Major guidelines . . . . . . . . . . . . . . . . . . . . . 18
2.1.2 Basic equations . . . . . . . . . . . . . . . . . . . . . . 21
2.1.3 Generic units system . . . . . . . . . . . . . . . . . . . 23
2.1.4 Baseline philosophy . . . . . . . . . . . . . . . . . . . 25
2.1.5 Dependence on other MOHID modules . . . . . . . . 26
2.1.6 Light climate . . . . . . . . . . . . . . . . . . . . . . . 26

2.2 Producers module . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.1 Background review . . . . . . . . . . . . . . . . . . . . 27
2.2.2 Basic module outline . . . . . . . . . . . . . . . . . . . 35
2.2.3 Carbon dynamics . . . . . . . . . . . . . . . . . . . . . 38
2.2.4 Nitrogen and phosphorus dynamics . . . . . . . . . . . 43
2.2.5 Myxotrophy . . . . . . . . . . . . . . . . . . . . . . . . 47

iii



iv CONTENTS

2.2.6 Mass balance equations . . . . . . . . . . . . . . . . . 48
2.3 Consumers module . . . . . . . . . . . . . . . . . . . . . . . . 48

2.3.1 Background review . . . . . . . . . . . . . . . . . . . . 48
2.3.2 Basic module outline . . . . . . . . . . . . . . . . . . . 50
2.3.3 Carbon dynamics . . . . . . . . . . . . . . . . . . . . . 51
2.3.4 Nutrient dynamics . . . . . . . . . . . . . . . . . . . . 53
2.3.5 Mass balance equations . . . . . . . . . . . . . . . . . 54

2.4 Decomposers module . . . . . . . . . . . . . . . . . . . . . . . 56
2.4.1 Background review . . . . . . . . . . . . . . . . . . . . 56
2.4.2 Basic module outline . . . . . . . . . . . . . . . . . . . 59
2.4.3 Carbon dynamics . . . . . . . . . . . . . . . . . . . . . 60
2.4.4 Nutrient dynamics . . . . . . . . . . . . . . . . . . . . 62
2.4.5 Bacterial mediated organic matter hydrolysis . . . . . 63
2.4.6 Mass balance equations . . . . . . . . . . . . . . . . . 65

2.5 Biochemistry module . . . . . . . . . . . . . . . . . . . . . . . 65
2.5.1 Background review . . . . . . . . . . . . . . . . . . . . 65
2.5.2 Basic module outline . . . . . . . . . . . . . . . . . . . 69
2.5.3 Organic matter . . . . . . . . . . . . . . . . . . . . . . 69
2.5.4 Nitrogen . . . . . . . . . . . . . . . . . . . . . . . . . . 70
2.5.5 Silica . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.5.6 Oxygen . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.5.7 Mass balance equations . . . . . . . . . . . . . . . . . 72

3 Assessing model performance 75
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.2 Function plots . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.2.1 Producers . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.2.2 Consumers . . . . . . . . . . . . . . . . . . . . . . . . 84
3.2.3 Decomposers . . . . . . . . . . . . . . . . . . . . . . . 89

3.3 Long time run . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.3.1 Basic settings . . . . . . . . . . . . . . . . . . . . . . . 90
3.3.2 Trophic relations . . . . . . . . . . . . . . . . . . . . . 91
3.3.3 Simulation . . . . . . . . . . . . . . . . . . . . . . . . 96
3.3.4 Model Forcing . . . . . . . . . . . . . . . . . . . . . . 96
3.3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.3.6 Dynamic elemental composition . . . . . . . . . . . . . 107

3.4 Testing temporal resolution . . . . . . . . . . . . . . . . . . . 114
3.5 Sensitivity analysis . . . . . . . . . . . . . . . . . . . . . . . . 117

3.5.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . 119
3.5.2 Result matrix and discussion . . . . . . . . . . . . . . 123



CONTENTS v

4 Real case application: the Tagus estuary 141
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

4.1.1 Basic concepts in estuarine ecology . . . . . . . . . . . 142
4.1.2 Tagus estuary characterization . . . . . . . . . . . . . 143

4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
4.2.1 Model implementation . . . . . . . . . . . . . . . . . . 144
4.2.2 Monitored sites and model calibration . . . . . . . . . 152

4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
4.3.1 Model calibration . . . . . . . . . . . . . . . . . . . . . 153
4.3.2 Data from sampling sites . . . . . . . . . . . . . . . . 153
4.3.3 Temperature and salinity . . . . . . . . . . . . . . . . 154
4.3.4 Cohesive sediments . . . . . . . . . . . . . . . . . . . . 156
4.3.5 Nutrients . . . . . . . . . . . . . . . . . . . . . . . . . 156
4.3.6 Dissolved oxygen concentrations . . . . . . . . . . . . 166
4.3.7 Phytoplankton . . . . . . . . . . . . . . . . . . . . . . 166
4.3.8 Decomposers . . . . . . . . . . . . . . . . . . . . . . . 168
4.3.9 Consumers . . . . . . . . . . . . . . . . . . . . . . . . 173
4.3.10 Organic matter and biogenic silica . . . . . . . . . . . 175

4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
4.4.1 Hydrodynamic processes . . . . . . . . . . . . . . . . . 181
4.4.2 Abiotic conditions . . . . . . . . . . . . . . . . . . . . 182
4.4.3 Limitation to production . . . . . . . . . . . . . . . . 184
4.4.4 Residence time . . . . . . . . . . . . . . . . . . . . . . 184
4.4.5 Underwater light climate control . . . . . . . . . . . . 186
4.4.6 Temperature and predation . . . . . . . . . . . . . . . 187
4.4.7 Nutrient control . . . . . . . . . . . . . . . . . . . . . 188
4.4.8 Producers chlorophyll biomass . . . . . . . . . . . . . 191
4.4.9 Producer groups . . . . . . . . . . . . . . . . . . . . . 194
4.4.10 Heterotrophic bacterial patterns . . . . . . . . . . . . 194
4.4.11 Nutrient cycles . . . . . . . . . . . . . . . . . . . . . . 198
4.4.12 Relevance of sediment processes . . . . . . . . . . . . . 203
4.4.13 Improving the operational tool . . . . . . . . . . . . . 204

4.5 Preliminary conclusions . . . . . . . . . . . . . . . . . . . . . 205

5 General discussion 207
5.1 Bulk quantity models vs. structured based models . . . . . . 207
5.2 Photoadaptation and dynamic C:Chla ratios . . . . . . . . . 208
5.3 Production control . . . . . . . . . . . . . . . . . . . . . . . . 210
5.4 The microbial loop and organic matter components . . . . . . 212
5.5 Sensitivity analysis . . . . . . . . . . . . . . . . . . . . . . . . 213

6 Concluding remarks 215



vi CONTENTS

A Model comparison 229
A.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
A.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . 230

A.2.1 Model runs . . . . . . . . . . . . . . . . . . . . . . . . 230
A.2.2 Compared variables . . . . . . . . . . . . . . . . . . . 231
A.2.3 Result analysis . . . . . . . . . . . . . . . . . . . . . . 231

A.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . 232
A.3.1 Nutrients . . . . . . . . . . . . . . . . . . . . . . . . . 232

A.4 Oxygen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232
A.5 Biological groups . . . . . . . . . . . . . . . . . . . . . . . . . 232
A.6 Organic matter . . . . . . . . . . . . . . . . . . . . . . . . . . 238
A.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243



Abstract

Over the last two decades, biogeochemical modelling in marine environments
underwent considerable advances. The MOHID system has followed this
trend, re�ecting now the state-of-the-art in circulation models. As such, the
driving force beyond the present work was to equip the MOHID system with
a model that also re�ects the state-of-the-art in biogeochemical modelling.
To achieve this purpose, mohid.Life.1.0 was developed, a model for marine
systems that is able to describe biogeochemical processes with greater detail
than the NPZ approach already implemented in MOHID. This work not
only contains the description of the model with its process-oriented baseline
philosophy, but it also addresses its behaviour when subject to standard
tests. The model is also tested in a real case scenario with an application
to the Tagus Estuary, Portugal. The model performance shows that the
model has the ability to respond to di¤erent conditions in a realistic way.
Results also show that the model reproduces the basic functioning of water-
column food webs and nutrient dynamics in marine systems. In the Tagus
application, the model helped to address uncertainties in knowledge of the
functioning of this particular system, and also to reinforce some assumptions
made in other experimental and numerical studies.

Keywords: Ecological models; process-oriented; biogeochemical cycles;
water-quality; MOHID system; Tagus estuary.

vii



viii ABSTRACT



Resumo

Durante as últimas décadas, a modelação biogeoquímica dos ambientes mar-
inhos tem experimentado avanços signi�cativos. O sistema MOHID tem
seguido esta tendência e re�ecte actualmente o estado da arte na mode-
lação da circulação oceânica. A principal força motriz deste trabalho foi
equipar o sistema MOHID com um modelo que re�ectisse o estado da arte
da modelação biogeoquímica. Para alcançar este objectivo foi desenvolvido
o modelo mohid.Life.1.0, mais detalhado do que a aproximação Nutrientes
�Fitoplâncton �Zooplâncton anteriormente implementada no sistema MO-
HID. Para além de uma descrição do algoritmo do modelo e da sua �loso�a
de base, este trabalho contém uma análise do comportamento do modelo
quando sujeito a diferentes testes. O modelo foi também testado numa apli-
cação a um cenário real, nomeadamente ao Estuário do Tejo, Portugal. O
comportamento do modelo mostrou a sua capacidade para responder de uma
forma realista a diferentes condições. Os resultados mostraram também que
o modelo reproduz o funcionamento básico das teias alimentares na coluna
de água e da dinâmica de nutrientes dos sistemas marinhos. Na aplicação
ao Estuário do Tejo, o modelo permitiu abordar algumas incertezas em
relação ao funcionamento do sistema e reproduziu correctamente os mecan-
ismos geralmente assumidos, tanto em estudos numéricos como em estudos
experimentais, como controlo do sistema.

Palavras-chave: Modelos ecológicos; orientado por processos; ciclos
biogeoquímicos; qualidade da água; sistema MOHID; Estuário do Tejo.
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Overview

This introductory section contains an outline of the thesis structure. A
detailed description of each chapter is out of the scope of this overview.
Instead only the main topics in each chapter content are mentioned.

Chapter 1

A general introduction to the thesis framework is presented here. A brief
revision is made to recent developments in ecological models, along with a
description of the current state-of-the-art. Major changes in paradigms in
the development of ecological models are also highlighted and current trends
in marine systems modelling strategies are discussed.

Chapter 2

A background to the adopted modelling philosophy is addressed in this chap-
ter, the main assumptions of the model are listed, as well as the theoretical
fundament behind them. The link between the ecological model developed
here and the MOHID modelling system is also mentioned. This section also
describes the formulation of the model components.

Chapter 3

Some numerical tests on the model performance are presented in this chap-
ter. This section comprises an analysis of the implemented functions, as well
as some checks on formulation coherence. A schematic application to a vir-
tual mesocosm is used in the assessment of model behaviour. A sensitivity
analysis is performed to the model and the results are discussed. A modeled
mean state, de�ned as the "standard" run, is used as a base for a series of
parameter sensitivity analysis by parameter perturbation (�10%). The re-
sults of the sensitivity analysis are qualitatively classi�ed by distinguishing
parameters with di¤erent degrees of in�uence on model results.

xv
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Chapter 4

This chapter deals with an application to a real system, the Tagus Estuary
(Portugal). Here, the model�s capability to reproduce known biogeochemical
patterns of real systems is assessed.

Chapter 5

Based on the model development, tests and applications, this chapter con-
tains a general discussion of the work in the previous chapters.

Chapter 6

Brief section with the concluding remarks about the work, naming the main
achievements, limitations and future developments.



Chapter 1

Introduction

Water quality modelling has evolved dramatically since its beginning in the
early decades of the 20th century. However, it was not a linear development,
but followed the concerns of the time and, after the 1960s, the available com-
putational capabilities. In the pre-computer era, the range of problems that
could be addressed with models was constrained by the lack of computa-
tional tools. Model solutions were in closed form, making its applications
limited and con�ned to cases with linear kinetics, simple geometries and
steady-state receiving waters. In this context, the �rst study cases using
models go back to 1925 [1], and were related with the amount of dissolved
oxygen in lakes and rivers as a function of sewage discharge.

The �rst mathematical models developed for marine systems did not ap-
pear until the 1940s in the form of planktonic ecosystem models. They were
formulated to explain the seasonal variation in the standing stock of phy-
toplankton and zooplankton observed on Georges Bank, USA [2, 3]. These
�rst models had a simple design with time-dependent equations describ-
ing the variations in zooplankton and phytoplankton populations over time.
Their structure was constrained by the data sets available at the time, as
well as by the level of understanding of marine systems. Hence, there was
not su¢ cient information to achieve a complex formulation for the model
components.

The emergence of the digital computer era in the 1960s, followed almost
immediately by its wide dissemination, led to major advances in modelling
techniques and in the ways in which they could be applied. The computa-
tional capacity allowed researchers to address more complex systems char-
acterized by intricate geometries and complicated kinetics. And all this in
time-variable simulations. For the �rst time models were used in the study
of two-dimensional systems such as wide estuaries and bays. It was also dur-
ing this decade that models start to be used as tools in more comprehensive
studies of water-quality problems.

With the growing concern over environmental issues during the 1970s,

1



2 CHAPTER 1. INTRODUCTION

numerical ecological models begun to be used in the study of several di¤erent
systems. Unlike the oxygen fate in the water and the urban point sources
that were the major focus of all models applications during the previous
decade, eutrophication problems became the water-quality problem of the
day. And to achieve models with the capacity to study this complex process
with all its implications, mechanistic representations of biological processes
were included. As a result, the use of nutrient/food-chain models became
widespread. By then, the existing computational capabilities had made it
possible to address feedback processes and nonlinear kinetics.

It was also during the 1970s that one of the �rst attempts to combine a
marine food-web model with a circulation model was implemented to study
the controlling processes of primary production in the upwelling region o¤
the coast of Oregon [4]. This model had �ve coupled equations to assess
space and time distribution of each component (phytoplankton, zooplank-
ton, nitrate, ammonium, and detritus) induced by horizontal and vertical
circulation velocities. These, in turn, were a¤ected by wind forcing, bottom
topography, incident solar radiation, and surface, inter-layers and bottom
stress.

Over the last two decades, modelling e¤orts aimed at describing nutrient
cycling of the microbial food webs underwent considerable advances. These
advances have addressed processes from simple bacteria-algae interactions
to complex microbial systems. In the process, the last two decades have wit-
nessed an explosion of both numerical models development and utilization
by groups devoted to the study of natural systems (universities, research
centres, etc.), decision making entities (e.g., governments, local authorities),
and environmental protection and conservation agencies.

Among several reasons explaining this phenomena, the most obvious can
be highlighted: (1) the huge increase in computation capacity together with
(2) the advances in knowledge about natural systems; (3) the awareness
of the limitation of experimental techniques, especially when it comes to
sampling limitations and material availability and costs; and �nally (4) the
lack of proper tools to address multi-disciplinary problems and to study
multi-compartment systems and their inter-connectivity.

The trend has been to increase the degree of sophistication in mod-
els. Ecological models addressing single processes or just a few processes in
aquatic systems are still widely used. But with time, models have evolved
from a few processes simulations or simple food chains to ecosystem scale
models (hence the term ecological models), and at the same time increas-
ing the parameterization detail of the process. This opening in the scope
of models has merged biological, physical and chemical processes to study
large scale areas into what is know known as biogeochemical models.

The latest developments in the use of mathematical models is without
doubt linked with the emergence of operational oceanography. Operational
oceanography embraces hindcasting, nowcasting and forecasting of parame-
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ters, from physics to ecology, on scales from global to coastal [5]. At least
when it comes to forecasting, models play a leading role. And in this setup, a
new kind of modelling approach has emerged, namely, operational modelling.
Beginning with simple models in the early 20th century, the evolution in the
use of numerical models has led to operational systems developed to address
the needs of speci�c coastal, marine and estuarine environments, taking into
account relevant processes and dynamics, and employing technologies such
as data assimilation whenever data is available.

Numerical models stand as a way to look at real systems and to translate
then into compartments, identifying the connection between them. They
are versatile tools that enable an in-depth look at natural systems incapable
to be achieved by the simple combination of analytical methods. The use
of models makes it possible to explain causes and e¤ects in environmental
processes, the distinction between anthropogenic and natural contamination
sources and their respective impact, etc. Modelling results are also impor-
tant to complement data from traditional experimental research methods.
By coupling these models with hydrodynamic models it is possible to relate
information from di¤erent �elds and to establish causal relations among
them. Because models have the capability to bridge the gap between small
scale and large scale processes, they become an essential tool for understand-
ing complex processes like nutrient regeneration or sequestering in the vast
context of the major biogeochemical cycles [6].

With time, models have become indispensable tools in environmental
studies and management decisions. It is obvious that no model will ever
address all problems and answer all questions at the same time. For this
reason there are so many water quality model classes or types. Some of them
with broad application versatility, while others with limited applicability
given their speci�city in some particular processes. That is the reason why it
is so di¢ cult to de�ne the state-of-the-art in modelling at a given time. The
wide spectrum of available models is the simple re�ex of their importance
in the study of natural systems and the �nal proof of their importance as a
research tools [7].

1.1 A glance at the state-of-the-art

Mathematical models are increasingly being used to study aquatic ecosys-
tem as a whole and to study the dynamics of some compartments of these
systems like marine microbial ecosystems (see revision made by Fasham [8]).
Usually, models of whole ecosystems result from joining sub-models repre-
senting particular processes, trophic levels or particular species/functional
groups within the food web. Based on that, the understanding of processes
is an important prerequisite for the development of enhanced ecosystem
models.
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In the last decades there has been an exponential increase in knowledge
about the innumerous components of aquatic systems and their relations.
Side by side with this progress, and also with the increase of computer power,
the development of ecological and biogeochemical models for these systems
is experiencing a major impulse forward. Since the early 1960s, considerable
emphasis has been placed on nitrogen following the general accepted view of
nitrogen as the limiting nutrient in water. But the availability of improved
methods for analysis of transient components in the nutrient cycles has
led to a greater knowledge of complex processes of uptake and cycling of
the various chemical species. In the process, early models with just a few
compartments have been replaced with models considering a wide range
of state variables, for both biological and chemical entities. Likewise, the
explicit parameterization of just one element, usually nitrogen for being
assumed as the limiting nutrient, gave way to multi-element models where
carbon is explicitly addressed and carbon to nutrient ratios are no longer
static but dynamic. As a result of this evolution, numerical modelling of
biologic systems is improving as a tool for the study of these complex and
dynamic systems. Therefore, they are becoming an aid to understand those
systems.

Because there have been numerous e¤orts to summarize the diversity of
ecological models produced in the last decade or so, only a brief mention
will be presented here. Model application to aquatic environments has be-
come widespread and has been used to study large-scale phenomena as well
as micro-scale processes. So, the production and adaptation of models in
the last decades has been explosive and, as a consequence, hard to follow
and to keep a detailed knowledge about each developed model. However, a
simplistic description of the available degrees of complexity in biogeochem-
ical models can be brie�y resumed here. According to a recent article [9],
the most simple type of these models are the NPZ models, followed by the
medium complexity models with the same baseline philosophy (N as the
currency, etc.) but with additional key processes like the microbial loop as
an important pathway of remineralising organic matter, and reaching high
complexity in models like ERSEM.

Of all the processes related with aquatic ecological models, primary pro-
duction has been probably the most modeled process. Some detailed reviews
on this models have been produced (e.g. [10]), but they soon become out
of date due to the volume of models developed each year. The modelling
of primary producers has departed from simple considerations of the major
limiting factors (light, temperature and nutrients) to abridge detailed phys-
iological control on the growth and environmental forcing as well. A few
examples of these developments can be highlighted, ranging from the devel-
opment of general mechanistic models of population dynamics [11], down to
processes like the modelling of phytoplankton blooms triggering and shaping
factors [12, 13], their sinking dynamics [14, 15] and the interaction e¤ects of
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the usual limiting factors on phytoplankton growth [16].
Regarding microbial food webs models, Davidson [17] presents a detailed

review on the several models available, their main characteristics and appli-
cations. The increased awareness on the importance of microbial commu-
nities on aquatic food webs since the development of the "microbial loop"
concept [18] has favoured modelling e¤orts to study processes like the several
control factors on bacterial growth rates [19]. Even the interaction between
phytoplankton and bacteria has received considerable modelling e¤ort (e.g.
[20, 21, 22]).

Finally, new studies on the dynamic of nutrients in water, especially their
recycling trough mineralization, has revealed a complexity way beyond the
limited and over-simpli�ed approach of using rates for this process in models.
And it was probably this advance in our knowledge about the food webs,
more than any other, that was responsible for the development of variable
stoichiometric models, with special emphasis on the recycling of organic
nutrient through mineralization by bacteria and excretion by zooplankton
[23, 24].

There has also been observed a proli�c use of coupled biological-physical
models with a considerable degree of complexity, but even here the models
vary widely. Despite the high number of parameters and processes consid-
ered, some only have carbon and nitrogen dynamics with �xed stoichiometry
(e.g. [25]) while others have a multi-parameters approach with variable sto-
ichiometry (a typical example is the ERSEM II model [26, 27, 28, 29]).
Because of its complexity describing the main processes within the complex
food web of the North Sea ecosystem (including physical processes, nutrient
cycles, and, pelagic and benthic organisms), ERSEM has been pointed out
as de�ning the state-of-the-art in ecosystem modelling [30].

The scale of ecological models applications varies also, ranging from small
water bodies and lakes to the global oceanic scale. So, while some ecological
models are used to study regions like the Benguela upwelling system [25] or
the North Sea (ERSEM), others are used to study the global ocean [31, 32].
But despite the high complexity in the parameterization of some of these
models (some [31, 32] even consider micronutrient limitation by iron), they
are used mainly in 1D applications.

With this background, the actual state-ot-the-art in ecological models
applied to aquatic systems is not so much on the degree of complexity of
the biogeochemical or water quality module, or the type of water circulation
(1D, 2D or 3D) and spatial resolution alone, but rather on the combinations
of all these aspects [33, 34, 35]. To have a 3D setting with a �ne mesh or
with nested models able to simulate small scale hydrodynamic phenomena
coupled with a basic NPZ (Nutrient-Phytoplankton-Zooplankton) does not
re�ect the state-of-the-art, nor does the use of detailed multi-parameter,
multi-compartments and decoupled stoichiometry ecological models coupled
with box models or a 1D simulation. Only when the actual paradigms of
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both ecological and physical models meet, one can have a state-of-the-art
model.

1.2 A changing paradigm

More than to address every single model and its speci�c parameterization,
it is important to highlight the main features of recent models, and to put
them in perspective with older ones. The change in ecological modelling
paradigm is a clear consequence of the increasing knowledge of planktonic
systems in all water environments (coastal, estuarine, neritic, etc.).

The e¤ort to understand the complex dynamics of natural systems has
produced a vast amount of data which in turn has helped researchers to
understand forcing mechanisms and abiotic controls of natural assemblages
of planktonic communities. Thus, model complexity has been pushed along
by newly available information and data. Consequently, older sets of ap-
proaches and techniques to model natural systems have been continuously
evolving.

1.2.1 Variable internal composition

The coupling of population dynamics to �uxes of nutrient elements has led
to the development of stoichiometric models. Until recently, most of these
ecological models have frequently rested on the assumption of constant pro-
portions of elements in organisms biomass. This homeostasis in composition
has been assumed for both prey and predators. Even for autotrophic organ-
isms like algae, constant elemental composition is still used despite well-
documented variations showing otherwise. Recent modelling approaches,
however, rest on the fact that the crucial elements cycles in marine systems
(i.e. carbon and nitrogen) are explicitly addressed. So, variable stoichiom-
etry presupposes that nutrient content variation is in part controlled by
processes controlling the carbon dynamic.

Despite being a falling paradigm with all its potential limitations, the
static elemental composition approach has shed some light on the relation
between population dynamics and nutrient recycling. And it was the aware-
ness of its limitation that led to its abandon and to the adoption of multi-
element / variable stoichiometry paradigm in ecological models. In this new
approach, it is possible to have a clearer understanding of the controlling
mechanisms of predator nutrient recycling impact on the availability of lim-
iting nutrients for prey, and also on the possible outcome of prey competition
for those nutrients. Among other hot topics in ecology, this approach can
clarify the relation dynamics between heterotrophic bacteria and autotrophic
organisms in aquatic systems.
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1.2.2 Structured based models

With the advances in the study of aquatic ecosystems, models have evolved
from initial bulk-approach strategies to multi-structure components. This
change led to the gradual replacement of general groups like "phytoplank-
ton" or "zooplankton" by size class organisms or functional classes within
these groups. This improvement has made models more realistic and has
pushed model parameterization to re�ect the continuous increase in knowl-
edge of aquatic systems components [36].

1.2.3 Chlorophyll to Carbon ratio

As water-quality models increase in complexity, another process that has
receive particular attention in the modelling e¤ort has been the explicit pa-
rameterization of intracellular chlorophyll production and quotas. Chloro-
phyll a has been adopted as a measure of algal biomass for some time now,
specially for its measurement simplicity when compared to other elements.
However, the knowledge that the chlorophyll-to-carbon ratio is not constant
(usually varying between 0.01 and 0.1 mgChla mgC�1), but varies is re-
sponse to light levels and cell physiological state, has paved the way to
the incorporation of acclimation mechanisms into the modeled processes of
phytoplankton dynamics. This acclimation (i.e. the variability of Chla:N
and Chla:C) of the photosynthetic apparatus is a physiological response to
external conditions, namely the variations in irradiance and nutrient avail-
ability. In response to the growing awareness of photo adaptation impor-
tance, over the past decade a number of models have been developed to
account for variable chlorophyll content in algae. Light history is re�ected
in changes of Chla:C in these models, which in turn a¤ects the instanta-
neous photosynthesis-light response. Two reasons have been pointed out
to explain the growing importance of this variability in models [37]: (a)
the shifting in the focus of models from the habitual nutrient/food-chain
interaction to an organic carbon cycle characterization, as a consequence of
the application of water-quality models beyond eutrophication studies; (b)
water-quality models are being increasingly used to analyze cleaner systems
than those studied in the past, and these systems typically exhibit more
variable light levels with light penetrating beyond well-mixed surface layers.

1.2.4 Multi-element models

Another basic improvement in ecological models has been the abandonment
of the simplistic NPZ (nutrient-phytoplankton-zooplankton) model struc-
ture, now decades-old. Starting from below, models with only one nutrient
(usually nitrogen) or two (nitrogen and phosphorus) impose several limita-
tions because primary producers groups rely di¤erently on di¤erent nutri-
ents. The huge range of species or functional groups cannot be addressed
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with a single nutrient, at the risk of making an oversimpli�cation of pro-
ducer�s role in the system. As an example, diatoms which can be considered
as an important group in coastal and estuarine systems cannot be properly
modelled without considering silica as a nutrient in the model. Otherwise it
will respond to nitrogen and phosphorus external concentration in the same
way as any other phytoplankton group.

Nutrients like nitrogen or phosphorus frequently limits phytoplankton
production and for that reason are generally employed as a model currency.
Sometimes only one nutrient is used, usually nitrogen because it is widely
assumed as the limiting nutrient in the ocean. However, taking nutrients
like nitrogen or phosphorus as a model currency can be a problem when
one tries to accommodate a bacterioplankton compartment into the model.
The reason lies in the fact that the growth of heterotrophic bacteria may be
carbon or energy limited. So, a multielement model with a decoupled car-
bon, nitrogen, and phosphorus stoichiometry is best suited to study the role
of heterotrophic bacteria in the food web. Some authors [24] have shown
that when applied to microbial ecosystems, models with variable stoichiom-
etry may predict the reduction of e¢ ciency or organic carbon mineralization
when the supply of mineral nutrients is low and when equilibria are unstable.

Besides, an explicit description of the nutrient �ow (or multiple nutri-
ent �ow) through the microbial food web, in addition to the carbon �ow,
enables the study of the relative importance of nutrient recycling by the
microbial food web versus its role as a link to higher trophic levels. In
multielement models the �ow of carbon is usually calculated assuming �xed
C:N ratios for state variables. Elemental ratios in zooplankton and bacteria,
and to a lesser extent phytoplankton, are relatively constant, whereas ratios
in DOM are more variable, for example having highest C:N ratios during
accumulation in spring. In addition, ratios in zooplankton and bacteria are
commonly di¤erent (lower) than those in phytoplankton and DOM. Taking
bacterioplankton as an example, it is necessary to balance the stoichiometry
of nitrogen cycling with DOC uptake and respiration.

Considering each nutrient cycle explicitly enables nutrient ratios in each
compartment to be dynamic, as it is in natural systems. Looking at phyto-
plankton N:P ratios one can �nd this non-static nutrient cell content stoi-
chiometry. Nutrient ratios are used to characterize the physiological state of
plankton crops and the state of annual succession of plankton development
in the sea. Competition for nitrogen occurs because bacterial C:N ratio is
lower than phytoplankton, and so they have a higher demand for nitrogen
per biomass unit than phytoplankton. Competition for phosphorus is par-
ticularly relevant because bacteria with a C50:N10:P1 ratio need relatively
more phosphorus than phytoplankton with a C106:N16:P1 ratio. Kirchman
[38] points out that bacteria should have low C:P ratios because most of
the phosphorus is in the phospholipids in the cell membrane and in nucleic
acids, and small cells have high surface area to volume ratios. In contrast,
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DNA content of bacteria is much higher than phytoplankton, reaching as
much as 20% of cellular C. Altogether, the amount of P needed for cell mem-
brane and DNA implies that this element requirements is in proportion much
higher than N needs. Over vast areas of the open ocean, both phytoplank-
ton primary production and bacterioplankton activity is then phosphorus
limited, and this limitation of bacterial activity in particular might lead to
an accumulation of DOC.

Similar reasons explain the need for di¤erent functional phytoplanktonic
groups in the parameterization of producers. A single group of producers is
not enough to account for spatial and temporal variability that characterize
such biological systems. Processes like mixotrophy and competition between
groups are way too much important to be disregarded by modelers. Finally,
there is the zooplankton that just like phytoplankton has considerable dif-
ferences among groups that must be re�ected in separated state variable by
models.

As a consequence of the increasing parameterization and state variables
addressed in recent models, the degree of di¢ culty to calibrate and some-
times to explain the results has also increased. But such demanding condi-
tions are no longer an excuse to go back to simplistic models. Nevertheless,
NPZ models are still used when a compromise between results and running
time must be attained or when users knowledge about planktonic systems
is somehow reduced.

1.3 Model complexity

Over the last decades, ecological models have been constructed with di¤erent
levels of detail. The diversity in the degree of complexity of ecological models
re�ects to some extent that there is less consensus about the basic equations
describing it than for the physical system [39]. No single growth model has
been preferred by the modelling or experimental community, and the vari-
ety of available phytoplankton growth models partly re�ects their di¤erent
uses. Models tend to be chosen to address speci�c questions or problems,
but also based on their computational requirements. For example, mod-
els based on extracellular concentrations are preferred for ecosystem-scale
models with computational constraints [40], while intracellular models are
preferred by experimentalists who wish to test their understanding of un-
derlying processes [41]. Nonetheless, the range of phytoplankton growth
models contrasts with the universal agreement over the governing equations
of many physical systems, such as �uid motions. Furthermore, the govern-
ing equations of many physical systems typically have tightly constrained
parameter values.

It is unlikely that a rigorous derivation of a single set of equations describ-
ing the observed range of phytoplankton growth behaviours will be found in
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the near future. Even so, a set of equations that takes advantage of easily
quanti�ed physical laws, and speci�cally designed to approximate phyto-
plankton growth behaviour for a range of potentially limiting factors (such
as nutrients, light and temperature), may capture a broader range of in situ
growth behaviour than empirical models based on laboratory experiments
or �eld data alone [16].

The simple traditional pelagic structure adopted in conceptual models
and transposed to mathematical ecological models has now been expanded
to include more trophic levels in which microorganisms play a very substan-
tial role. In a revision made on microbial food web models, Davidson [17]
mentions that the explicit inclusion of bacterioplankton is often necessary
to simulate the observed dynamics of aquatic systems. So, the choice of ex-
cluding such compartments of the microbial loop impair model results and
disregards current developments in aquatic ecological studies.

While increasing the capacity and applicability of model, adding increas-
ing levels of complexity within ecosystem components has its own disadvan-
tages. Probably the main disadvantage comes from the need to set the ap-
propriate parameters for the model processes and the lack of detailed data to
validate results. In addition, the large number of species-speci�c parameters
makes it di¢ cult to use such complex models for phytoplankton communi-
ties in natural water bodies. Another drawback is the potential decrease in
use of this type of models as management tools, given their dependency on
a high number of highly uncertain parameters [42].

At present, the number of uncertainties and the imprecision of a large
number of parameters used in this kind of models limit their use as a tool to
predict biomass of production of the functional groups represented in them
[43, 44]. In this context, the model should be viewed as hypothesis to explain
the gross features of system dynamics which can be evaluated as additional
become available, re�ned as knowledge improves or simply dismissed if found
to be false.

The relevance of any particular model can be judged by its performance,
which might be its ability to derive fundamental properties from a minimum
set of assumptions [44, 43]. Simple models usually depend on fewer assump-
tions and have a limited range of unknown parameters. But simple models
can also be found to be too simplistic because they do not consider some of
the fundamental processes of the systems they try to simulate.

But our ability to understand the link between assumptions and model
output decreases rapidly with model complexity. Therefore, each modelling
application must start by identifying the relevant processes of a given system
before dismissing options that are a priori excluded, such as silica limitation,
bacterioplankton activity, etc.

Nevertheless, the ongoing evolution of ecological models complexity means
necessarily that complexity must increase following the increase in knowl-
edge, and also computer power, even if to a minor extent. All simulation
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models aim to represent system behaviour with a limited set of knowledge.
As knowledge on the functioning components of a given system increases, so
must the detail of representation of that system by a model. On the other
hand, the continuous increase in computational power experienced over the
last decades seems likely to continue in the future. So, while being limited
to the constraints of present computer power, any model development e¤ort
must consider the ongoing growing capacity of computers.

Finally, complex models may provide a theoretical basis for the devel-
opment of even more complex marine ecological models as understanding,
laboratory techniques, and �eld data collection advances [36].

1.4 The MOHID modelling system

Starting in 1985 with a 2D hydrodynamic semi-implict model with �nite dif-
ferences [45], the MOHID system has been developed throughout the years
by a team of researchers and students to become a 3D hydrodynamic model
[46] with a �nite volume discretization [47]. In time, the simulated physical
processes have increased dramatically, and as a direct result of this progress,
the scope of MOHID applications has become wider, both in detail and in
scale (from estuaries to ocean basins). Among several possible examples
of MOHID use as a numerical tool in the study of marine systems there
is the study of internal tides [48] and of di¤erent aspects of the dynamics
of estuaries, from a general circulation 3D modelling [49] to more speci�c
physical processes like mixing [50]. Coastal and oceanic-scale simulations
have also been studied. Just to name a few, the slope current along the
Western European Margin [51], the circulation o¤ the Iberian coast [52] and
in a broader scale, the circulation in the European ocean margin [53]. The
wide spectrum of applications reveals MOHID versatility and utility, and
the gain in experience has contributed to test and improve it. A detailed
description about the development of MOHID structure and modelling phi-
losophy has been recently thoroughly addressed elsewhere [54], and so, only
a brief synthesis is presented here.

MOHID code, developed in FORTRAN 95 programming language, is
adapted around the concept of object-oriented programming. This kind
of code architecture makes possible the use of classes (i.e. a set of vari-
ables and subroutines) to de�ne a process or a set of processes. In its basic
arrangement, MOHID is divided into several classes (i.e. the "objects"),
each class being responsible for the management of one or more processes
represented and all the associated variables (table. 1.1). All the simulated
processes by MOHID in the water column can be subdivided in some major
groups: time-evolution of both turbulent and non-turbulent �ow properties,
time-evolution of the water properties in Eulerian and Lagrangian referen-
tial, water quality processes, and vertical movements independent from �ow.
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Each one of this groups can use one or several classes. In the code, a class
is de�ned as a module and in this sense, MOHID is arranged as number of
modules. A module can depend on other modules or it can stand by its own.
So, any improvements in the MOHID model can be achieved by adding a
new module or just by updating an existing one.

To achieve versatility, MOHID has been written in a modular way, al-
lowing an easy inclusion of new biogeochemical models. The �rst attempt to
incorporate a water quality module in theMOHID system took place in 1995
with the coupling of the hydrodynamic model with an Eulerian transport
model to simulate nitrogen and phosphorus cycles and primary production
in Tagus estuary [55]. The emergence of new challenges in model simula-
tions allied with demanding problems to study has led to the awareness that
the water quality module had to become 0D, enabling its use independently
of the adopted transport model dimension and referential (1D, 2D or 3D).
This philosophy in the model structure means that any adopted or devel-
oped model can address all the biological or chemical processes without any
dependence on the hydrodynamic processes. For its versatility, the actual
version of MOHID retains this philosophy.

In the last years the MOHID system have incorporated in its code two
basic water quality models, each one with its own level of detail and best
suited to speci�c aquatic systems. The �rst model adopted, labeled Wa-
terQuality, was initially developed using the US Environmental Protection
Agency model [56]. Despite successful improvements made in this code, the
baseline philosophy has been rather untouched when it comes to nutrient
cycles and biological/chemical processes. This model is best suited to ap-
plications in estuaries and coastal systems. The other adopted model was
the CE-QUAL-W2 River Basin Model developed by the US Army Corps of
Engineers [57, 58, 59, 60]. It is characterized by a detailed parameteriza-
tion for both biological and chemical processes and it has been developed to
simulate freshwater systems like rivers, branches, lakes, dams and reservoirs.
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1.5 Becoming operational

Operational oceanography includes making, disseminating, and interpret-
ing measurements of di¤erent parameters from seas and oceans in order to
provide forecasts of future conditions. The implementation of operational
systems is expanding rapidly to embrace dynamically coupled atmosphere�
ocean�coastal models or modules involving simulations over a range of time
scales. Likewise, the scope is extending from essentially physical parameters
(e.g. tides, surges, waves and temperature) and chemical parameters related
to water quality, to biological/ecological parameters indicative of ecosystem
variability [5].

The rapid advances in monitoring techniques systems, scienti�c under-
standing, computational power and numerical methods (for both modelling
and assimilation), have been pointed out as presenting new exciting oppor-
tunities in the study and monitoring of many aquatic systems [61]. Nev-
ertheless, the strong investment and associated progress of implementing
an operational modelling system will ultimately depend on demonstrable
bene�ts for end users. But when it comes to water quality problems, the
enormous challenges that coastal and estuarine systems face today may well
justify all the e¤ort.

The actual challenge in the MOHID system continuous development
and application lies in its integration into operational systems. In a sense
it can be said that achieving an operational model is the great next step in
the MOHID evolution. This change will undoubtedly bring along real-time
data assimilation modules into MOHID system, widening its capacity as a
modelling tool. Recent advances of operational oceanography are pushing
MOHID system towards an operational framework, and the implications of
such high demand requires a full operational model for physical process as
well as water quality related processes. In a recent review paper on water
quality models in coastal systems [39], a brief description on the history of
both hydrodynamic and ecological models is presented showing that nowa-
days there are already some successful 3D circulation models working in an
operational platform. The same, however, is not true for ecological models.
The state-of-the-art in this �eld will soon be de�ned by linking �ne-grid 3D
hydrodynamic models with ecological models with many variables (ERSEM
as a reference). Operational modelling in this area is programmed to occur
in the end of the present decade.

1.6 Rationale

In view of the advances in knowledge on aquatic systems over the last two
decades, it becomes clear that marine biogeochemical models must take into
account the key elements (processes, elements, biological groups, etc.) of
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the systems they try to study. Probably the more relevant are the crucial
role of the microbial loop, the interactions of di¤erent primary and sec-
ondary groups of producers, variable Chla:C ratios in producers, and the
variable elemental composition (stoichiometry) within each biological group
and organic matter compartments.

The driving force beyond the present work was to develop such a model,
the mohid.Life.1.0. The model here presented was built inside a modelling
platform that already captures what can be described as the state-of-the-art
in circulation models, namely, the MOHID model. This work marks a shift
from a modelling approach based on the linear NPZ modelling approach
[56], previously incorporated in the MOHID, to a more sophisticated and
complex modelling approach based on the ERSEM model.

Some numerical analyses and tests are performed to assess model per-
formance and results quality. These tests consist in the implementation of
the model to an idealized scenario (mesocosm) and �nally in an implemen-
tation to a real system. The Tagus estuary was chose as the study site to
pro�t from previous modelling applications with a simpler ecological model
and the experience and knowledge gained with it. Another intention of this
implementation is to realize in what way the developed model enables the
advance in the knowledge of the controlling mechanism for production, when
compared to an implementation with a simpler model.

The development of mohid.Life.1.0 inside the MOHID model will gener-
ate a numerical tool able to address a much larger set of processes in marine
systems. This, in turn, will enable the study of a wider range of problems
and the potential broadening in the comprehension of the systems where
the model will be applied. Besides, the e¤ort carried out here represents
an update for MOHID to the actual state in ecological modelling of marine
systems, as well as, an essential step towards an operational platform.
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Chapter 2

Model mohid.Life.1.0
structure

2.1 Introduction

Several characteristics have to be considered when choosing a water quality /
ecological model or when developing one from scratch. Aspects like the water
body type, temporal and spatial scales, and the physical/chemical/biological
processes that one wants to address must be de�ned prior to any choice of
models and/or modelling approaches.

Water bodies are usually classi�ed into four major classes: (a) lakes and
reservoirs, (b) rivers and channels, (c) estuaries and coastal systems, and
(d) oceanic basins. Each one of these classes has its own particular set of
characteristics (physical, chemical and biological). In lakes and reservoirs
the surface extension is usually quite bigger than the depth, �ow velocities
are extremely low and the residence time is usually high. Relatively high �ow
velocities and variable residence times characterize rivers and channels. Also,
the surface extension and depth vary signi�cantly. Estuaries and coastal
systems can have di¤erent geometries with di¤erent length scales, and can
combine di¤erent �ow regimes and residence times. Finally, oceanic basins
are so complex that cannot be de�ned by some major characteristics of
geometry, �ow regime and residence times. In conclusion, each class presents
its own challenges when it comes to produce a model to study them.

There are also some di¤erences in model�s capacity to represent spatial
scales. The selection of a spatial scale in a model is not so much a function
of the scale of the study area, but rather a function of its physical properties,
the processes in study and the available computing capacity. Some models
can be used in cases with a single volume of water assuming a complete
mixture (0D). This type of models is best suited to a less detailed level
of analysis. The next level of spatial representation is achieved when it is
assumed that there is a gradient in at least one direction (1D). This approach

17
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can be used when processes like the vertical variation in deep lakes or the
horizontal �ow in rivers play an important role in the system. By adding
a gradient in another direction (2D), whether vertical or horizontal, it is
possible to study systems with a two-dimensional hydrodynamic regime.

More detailed models are able to represent gradients in all three direc-
tions or dimensions (3D). This type of approach is generally used in estu-
arine, coastal and oceanic systems. The complexity of the model does not
follow necessarily the complexity of the system in study. So, it is possible
to apply an 1D model in the study of a coastal system, in the same way as
it is possible to use a 3D approach when modelling a river or reservoir.

Di¤erent approaches are also adopted in the way models represent time
scales. Some models can only address stationary conditions without any
variation or evolution over time. Other models can in turn account for the
temporal variation of each property with the evolution of the simulation
being calculated over small time intervals or time steps, usually ranging
from minutes to a few days.

2.1.1 Major guidelines

As already mentioned in the previous chapter, the code architecture of MO-
HID allows an easy incorporation of new modules. mohid.Life.1.0 is, in that
sense, a new addition to the MOHID system. All ecological modules in the
MOHID system are models per se. So when the "module" nomenclature is
used, it addresses the model as a component of the MOHID system. When
incorporated into MOHID it becomes a module of the vast MOHID model.
Therefore, any water quality/ecological model can bene�t from all trans-
port modules and be potentially used in every class of water bodies. Like
any new addition to the code, this was designed to address speci�c water
quality processes. The parameterization of biological and chemical processes
in this water quality model were developed having in mind applications to
saltwater or brackish water systems (estuary, coastal, oceanic systems, etc.),
irrespective of their physical conditions (size, geometry, residence time, etc.).

In its basic setup, the model presented here is a twelve-component wa-
ter column ecological model comprising three classes of standard organisms
(producers, consumers, decomposers), organic matter (particulate, dissolved
labile and semi-labile), nitrate, ammonium, phosphate, silicate acid, biogenic
silica and oxygen. Producers and consumers, can have several functional
groups that can be added to the model. This capacity was developed in the
code to render it more versatile using a generic constituent approach. As an
example, inside the producer component, the model user can de�ne a group
for diatoms, other for picoalgae, etc. The same can be done for consumers.

The model assumes that all living organisms and all forms of organic
matter have variable contents of the elements C, N and P. In addition,
all forms of producers have a chlorophyll cell content and, as an option, a
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silica fraction too. Hence, a particular producer group can be de�ned by up
to 5 state-variables (carbon, nitrogen, phosphorus, chlorophyll, and silica
content). In all, the model accounts for several dozens of state variables,
depending on the settings de�ned by the user.

Altogether, the model accounts for the biogeochemical cycles of carbon,
nitrogen, phosphorus, silica and oxygen. Some of these elements only have a
partial cycle (oxygen), while others (nitrogen and phosphorus) have a more
detailed cycle parameterization. Many of the biotic and detritus compart-
ments contain multiple elemental pools, and so it is possible to track carbon,
nitrogen, phosphorous and silica through the ecosystem. A schematic of the
model is shown in Figure 2.1.

For simplicity, the code is divided into four sections or compartments:
producers, consumers, decomposers and biogeochemical processes. The �rst
three sections comprise biological processes speci�c for each group in ques-
tion, while the last deals only with processes involving organic matter and
nutrient dynamics without any dependence on biological groups of the model
(e.g. nitri�cation rate, biogenic silica dissolution, etc.). The next chapters
will present a detailed description of each one of these sections. Process-
oriented models on which mohid.Life.1.0 is based are appropriate for mod-
elling stoichiometric and element cycling in ecosystems because they allow
explicit consideration of mass-balance constraints for each element and pro-
vide explicit information on the relationships between physiological func-
tions and recycling processes [22].

The ecosystem model has been developed to be incorporated into the
MOHID framework. For this reason, all processes and state variables are
calculated for a control volume (�gure 2.2), regardless of any transport
scheme. If not coupled to an hydrodynamic model, the ecological model
becomes non-dimensional (or 0D). Since all water quality related processes
are managed by an independent class (or module in the MOHID code), the
ecological model can easily be linked with Lagrangian or Eulerian transport
(1D, 2D or 3D) schemes in which all state variables are expressed as concen-
trations, no matter whether they are dissolved (nutrients, oxygen, etc.) or
particles (POM, producers, etc.). For each control volume, a system of lin-
ear equations is solved resolving the interdependence of di¤erent properties.
The model was constructed using a Euler forward scheme (explicit method)
as the integration method, chosen for being relatively easy to code.

The control-volume approach consists of dividing the water body into
�nite segments or �control volumes�[37]. As it can be inferred from �gure
2.2, there are n unknowns that need to be determined for each control
volume. Consequently, n equations must be solved simultaneously. The
mass balance for each property must take into account the transport in the
interfaces between volumes as well as sources and sinks within each control
volume. In 1D applications only the concentrations at the interfaces between
the segment and its upstream and downstream neighbours are considered
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Figure 2.1: Diagram of mohid.Life.1.0 model showing the relation between
state variables and the �ux of elements.
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(in a 1D horizontal case) or between top and down neighbours (in a 1D
vertical case, where each control-volume is usually addressed as a layer). In
2D applications neighbour segments can be upstream and downstream and
top and down, or else upstream and downstream and longitudinal. In the
last type of application, 3D, the segment is surrounded by all sides by other
segments (except in boundary segments).

With this methodology, the application of this biogeochemical model
into a complex 3D advection-di¤usion model under the present MOHID
structure is a relatively easy and straightforward task. The transport model
has to store all space dependent variables and calculate their advection with
the mean �ow and horizontal di¤usion, and their vertical di¤usion (even
if this process is a physiological response). All destruction and production
processes (sinks and sources) are calculated by the biogeochemical module
which in turn is called by means of a loop over all horizontal grid nodes of
the 3D model.

2.1.2 Basic equations

The choice of a particular mathematical model to simulate water quality con-
ditions of any aquatic system depends on the characteristics of the system,
the level of accuracy needed in face of the objectives, available data about
the system, and available methodologies to correctly represent the processes
involved. Of special importance is the representation of the dynamic condi-
tions of the system, because they in�uence the transport conditions and con-
sequently the evolution in time of the chemical and biological constituents.
Together with chemical and biological processes, physical processes must be
addressed to account for the transport of each property over time. So, the
property concentration (C) depends on physical, chemical, and biological
characteristics of the environment:

C = f(physics; chemistry; biology): (2.1)

The evolution over time of each model compartment or state-variable
can be described by an equation with the following form:

@Ci
@t

i=1;2;:::;n

= Physics (Ci) +Biology (Ci) (2.2)

where Ci stands for each modeled property or state-variable (ammonium,
phosphate, etc.). For each compartment, the term Physics represents changes
to the property concentration caused by physical processes like vertical and
horizontal advection and di¤usive e¤ects.

The transport of any given property in the model is usually resolved by
the advection - di¤usion equation (eq. 2.3). It does not change the identity
of the property being transported because it only moves matter from one
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position in space to another. Di¤usion can be de�ned as the variation of
the property concentration in relation to its own gradient. So, it refers
to the movement of mass due to random water motion or mixing. The
Physics term parameterization encompasses this gain/loss of the property
by advection and di¤usion processes and can be described as:

@C

@t
=
@

@x

�
Dx
@C

@x
� uxC

�
+
@

@y

�
Dy
@C

@y
� uyC

�
+
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@z

�
Dz
@C

@z
� uzC

�
+ F (C; t) (2.3)

where C is the property concentration, Dx;y;z the di¤usion coe¢ cients in
each direction, ux;y;z the velocity in each direction. This calculation is made
outside the water quality module by the hydrodynamic module of MOHID.
Finally, F (C; t) represents the loss/gain term of the property calculated by
the water quality model.

The terms Biology and Chemistry represent biological and chemical
sources and sinks of the same compartment. They are usually lumped into
the same category (usually named Biology) given that both are addressed
inside the biogeochemical model. Biological and physical processes are two
distinctive factors a¤ecting the concentration of each property in a control
volume but they are not fully independent of each other. Probably the best
way to illustrate the relation between them is the sinking velocity calculation
for producers. The sinking velocity implies a lost of mass from the control
volume and can be considered as a physical process. But this velocity can
also be a function of nutrient stress of each group. This dependence of a
physical parameter on biological conditions shows that it is di¢ cult to have
fully independent physical and biological modules.

Biological constituents of the pelagic model are grouped in functional
groups. These functional groups are modeled according to the concept of
�standard organism�[26], considering universal biological processes such as
food uptake, assimilation, excretion, respiration, mortality, predation and
related carbon and nutrient �ux dynamics (�gure 2.3). According to this
concept, the fundamental equation describing the net growth of a standard
organism can be expressed as:

@Xc
@t

= [up� (res+mort+ exc)] :Xc �G (2.4)

in which the carbon biomass of the standard organism (Xc) depends on
the speci�c uptake rate (up), speci�c total respiration rate (res), speci�c
mortality rate (mort), speci�c total excretion rate (exc), and on the grazing
rate (G). Uptake and predation are usually de�ned as a linear function
response to substrate or prey density. A simple encounter mechanism is
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assumed to govern prey consumption kinetics. Except for predation on prey
and unless indicated otherwise, mortality rate is density independent.

Three major classes of standard organisms are outlined: producers, con-
sumers and decomposers. Together with biogeochemical functions, they
form the core blocks (i.e., modules) of the model. So, the structure of the
biogeochemical model is in fact composed by a set of interlinked modules.
Except for the biogeochemical module, every other major class or module
can contain several groups or species (e.g., diatoms, �agellates, etc.). De-
pending on the application setup (type of ecosystem and biological processes
to study) it is possible to remove some of these groups or add some new.

Non-biological state variables used in the model are inorganic nutrients
(nitrogen, phosphorus and silicate acid), oxygen and organic matter. In the
basic setup of the model, carbon and chlorophyll are expressed in mg m�3,
nutrients in mmol Nut m�3 and oxygen in mg O2 l�1. However, the model
deals with any unit system, provided that all initial values, parameters, and
conversion factors show coherence. In this way, the unit system used is
user-de�ned, meaning that there is no unit conversion inside the model.

Within the code structure of each module, none of the processes has
explicitly received priority over others. Thus, processes take place in a se-
quential order according to the programmed structure. The only obvious
priority imposition in the processes inside each group is related with nutri-
ent excretion and mineralization; these processes only take place after the
model upgrades the variable matrix with new values resulting from all other
processes (discussed in the next chapters).

For simplicity in the notation used to describe the model, some conven-
tions are used to address processes a¤ecting carbon and nutrient dynamics
inside each group:

� Unless indicated otherwise, all descriptions are the same for pro-
ducer groups and so P denotes phytoplankton biomass. An upper index
following P denotes an individual group (e.g. P 1 for diatoms). By itself,
P is used when primary producers are being addressed as a whole. The
same procedure is used to consumers or zooplankton (Z) and decomposers
or bacteria (B).

� When describing a process or addressing a rate, a lower index may
be used to denote the standing stock or biomass density in question (c,
n, p and s for C, N, P and Si, respectively). In that sense, Pc stands for
phytoplankton carbon biomass and Pn, Pp, and Psi for nutrient content.

� An upper index can be used sometimes for other insightful informa-
tion. In parameters this notation is frequently used to refer to the process.

2.1.3 Generic units system

Ecological models projected for neritic or pelagic zones in marine systems
tend to express bulk quantities in mg m�3, while freshwater ecological mod-
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els in mg l�1. In addition, some variables like dissolved oxygen that are
usually expressed in mg l�1, have their own standard units (or at least
most frequently used) irrespective of the unit system used in all or part of
the variables. Frequently models are developed for a particular area and
set of conditions. As a consequence, units often are determined by the unit
system of the available data sets that will be used to calibrate or test the
model.

To achieve greater versatility in use and function, mohid.Life.1.0 is pre-
pared to work with any unit system. This means that the model was not
developed around any particular unit system. Therefore use is not restricted
to any prede�ned unit convention. Another additional advantage of this code
arrangement strategy is to allow the use of di¤erent unit systems for di¤erent
variables. To achieve this versatility, all conversion factors, ratios and other
unit dependent constants must be de�ned by the user. In this system, co-
herence in units is user dependent. So, the user must bear in mind that the
model does not check consistency or possible unit incoherence in �uxes. As
the model setup grows in complexity (additional producers and consumers
groups, and increasing complexity in trophic relations), some minor changes
in the model output are expected. This change is a result of possible round-
ing errors that might occur with some unit systems, accumulated at each
time step.

2.1.4 Baseline philosophy

Every model development, and adaptations to a lesser extent, have a baseline
philosophy that de�nes the modelling strategy when it comes to choosing
the variables to be considered and processes to be addressed. Likewise, any
modelling approach to a biological system must rely on some assumptions
that can be to a lesser or greater extent based on current knowledge of the
dynamics of those systems. The following list presents the major assump-
tions in mohid.Life.1.0.

Assumption 1. All living organisms have variable cellular nutrient con-
tent (or elemental stoichiometry) of elements N, and P (also Si when con-
sidered). So, they are considered as non-homeostatic, i.e., they do not have
�xed biochemical ratios in their biomass.

Assumption 2. Although individuals within each population at any time
are assumed to have identical nutrient content, these contents vary over
time, depending on nutrient availability.

Assumption 3. Among producers, chlorophyll synthesis and cell content
varies in response to light conditions and nitrogen uptake in an explicit way
through an acclimation process.

Assumption 4. Mineralization occurs via decomposers and consumers,
whenever the substrate carbon:nutrient ratios are higher than the maximum
ratio de�ned for each group.
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Assumption 5. The carbon cycle is open, meaning that respired carbon
is not considered in the carbon balance, and the inorganic carbon source is
never limiting.

Assumption 6. Decomposers (or bacteria), can use nutrients in their
mineral form (a process known as immobilization) along with nutrients in the
organic form consumed together with carbon in organic matter substrates.
There is no preference factor in the uptake kinetics.

2.1.5 Dependence on other MOHID modules

As stated before, each module inside the MOHID system addresses di¤erent
processes and manages its related variables. This approach makes water-
quality/ecologic modules independent from other modules to some extent,
and that is the reason why it can be used in any setting, from 0D to 3D
(i.e., independently from the transport processes). Nonetheless, the object-
oriented programming philosophy of MOHID allows transmission of infor-
mation between modules. More than an option, this transmission is crucial
to model some processes because it conveys forcing like light and temper-
ature to the ecological model. This exchange on information can work in
both directions; the ecologic model can import and export information.

Probably the simplest example can be found in the temperature forcing
for biology rates and limitations. Because temperature is a property whose
variation in time and in space (both the horizontal and vertical �elds) is
managed outside the ecologic module, its importance in the control of several
physiologic processes makes it necessary to have temperature values in each
control volume over time. So, in each time step the ecologic module gets
a temperature value calculated somewhere else. Temperature is therefore a
typical case of information import by the water quality module.

The last process of information exchange between modules comprises
both the export and import of information, involving the impact of some
properties in the absorption of light in water. In order to respond to the
light regime, the water quality module has to receive the available radiation
value in the water from outside. The radiation levels are, in turn, a¤ected
by the chlorophyll, DOM and POM concentration in the water and by the
absorption of light by the water molecules. In order to address this feedback
mechanism, the water quality module exports the mentioned concentration
values to the LightExtinctionModule, which then uses them to calculate the
light extinction in water. Finally the available radiation is send back to the
water quality module to be used in processes like chlorophyll synthesis.

2.1.6 Light climate

Given its particular relevance in primary production, the parameterization of
light extinction in the water column is presented here. Light energy available
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at the water surface I0
�
Wm�2

�
or incident short wave radiance can be

calculated for a given latitude and longitude or else a set of measurements
can be used to force the model. To calculate the speci�c amount of solar
radiation available for a control volume, �rst the model has to estimate the
absorption of light in the water column above (layers) and within the control
volume itself. This is obtained knowing the total absorption coe¢ cient and
the height of the water column above. If the control volume is on the surface,
then the incident radiation is considered.

Photons are absorbed by water, clay particles, chlorophyll content in
phytoplankton, and other light-absorbing particles. The net extinction co-
e¢ cient for PAR (kpar) is de�ned as the sum of each individual contribution
of water molecules, chlorophyll, DOM and POM absorption:

kpar = �w +

 
�chl:

nX
i=1

P ichl

!
+ �doc:DOC + �poc:POC (2.5)

To estimate the contribution of chlorophyll the absorption, all the contri-
butions within the producers group have to be considered, hence, the sumPn
i=1 P

i
chl, where i is a particular group and n the total number of producer

groups. Here, it is assumed that the light gradient follows the Lambert-
Beer�s law, which states that the light intensity at depth z and time t is:

I(z;t) = I0 e
�kpar:z (2.6)

A short description of each parameter and variable and their units can be
found in table 2.1.

Given that all water quality related processes are accounted for in a
control volume approach, they are independent of the number of layers con-
sidered. So, each time ambient radiation is addressed it will be in the form
of the incident radiation (I0), which for all matter is the radiance in a spe-
ci�c control volume, whether this volume is on the surface or somewhere in
the water column.

2.2 Producers module

2.2.1 Background review

Photosynthesis is a process that takes place in chlorophyll-containing tissues
of plants exposed to light. It is responsible for the formation of carbohy-
drates from carbon dioxide and a source of hydrogen. Even though the
photosynthetic process as a whole is composed of numerous single reactions,
the fundamental relationship governing the photosynthetic process of algae
can be expressed in the basic equation:

nCO2 + nH2O
light�! n (CH2O) + nO2 + nH2O (2.7)
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Table 2.1: List of parameters and variables used to calculate light attenuation in
the water column.
Symbol Parameters Units
I0 Incident short wave radiance Wm�2

�w Absorption coe¢ cient for water m�1

�chl Absorption coe¢ cient for chlorophyll m�1=
�
mgm�3

�
�doc Absorption coe¢ cient for DOC m�1=

�
mgm�3

�
�poc Absorption coe¢ cient for POC m�1=

�
mgm�3

�
Variables

kpar Absorption coe¢ cient for PAR Wm�2

Iz Average PAR in the control volume Wm�2

Based on the Red�eld1-Richards ratio, the formation of an average mole-
cule of phytoplanktonic organic matter by the process of photosynthesis is:

106CO2+122H2O+16HNO3+H3PO4
light�! (CH2O)106 (NH3)16 (H3PO4)| {z }

empirical formula

+138O2

(2.8)

According to this equation it is possible to see that besides carbon diox-
ide and water, dissolved inorganic nitrogen and phosphorus are also required
by phytoplankton. For that reason the availability of these elements is some-
times a limiting factor for phytoplankton growth given their relatively low
concentration in seawater.

Growth models are usually based on extracellular concentrations of nu-
trients and take the form:

� = �max:f (limiting factors) (2.9)

where � is the growth rate, �max the maximum growth rate and f (limiting factors)
is a function describing the e¤ect of any potential limiting factors on growth.
These factors include ambient nutrient concentrations, but also consider
temperature and light limitations.

Primary production modelling is generally summarized as relationship
between carbon assimilation (or oxygen production) and incident light inten-
sity. These relationships are mainly derived empirically, although some may

1The �Red�eld ratio�or �Red�eld stoichiometry�refers to the molar ratio of carbon (C),
nitrogen (N) and phosphorus (P) in phytoplankton (principally diatoms) when nutrients
are not limiting.
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have a physiological background [62, 63]. In their model of plankton popula-
tion dynamics, Baird and Emsley [11] modeled phytoplankton by analogy to
chemical kinetics as a function of intracellular nutrient and energy reserves.
In a detailed review, Behrenfeld and Falkowski [10] present a wide spectrum
of productivity models developed in the last four decades. They range from
simple relationships between surface chlorophyll concentrations and daily
carbon �xation in the euphotic zone, to wavelength resolved models, where
the absorbed radiation is converted into net photosynthesis.

Physical (and some times chemical) processes govern light until it reaches
the producers cell. Only then, biological processes become important. In
most water quality models the rate of photosynthesis P (t) is assumed to be
directly proportional to the available light energy I(t), P (t) / I(t). In cou-
pled biological-physical models, irradiance or light availability is determined
by known laws of physics. So, the underwater light regime and light extinc-
tion in depth depend on the model parameterization of processes like light
absorption, refraction, etc. In other models (e.g. [64, 65, 41]), light drives
photosynthesis which, when balanced by respiration, changes the storing
process of carbon within the cell. This modelling approach also considers
adaptation like the production of pigments under low light regimes.

Nutrient uptake

While photosynthesis supplies the phytoplankton with energy and C�H�O
compounds, algal cells have to take up other elements from the surrounding
water, like dissolved nutritional compounds, to build up new biomass. This
process is de�ned as nutrient uptake.

Elements may be divided according to the quantity needed by the organ-
isms. Nutrients that make up more than 0.1 % of organic material (Ca, K,
Mg, N , P , S, Cl, Si ) are referred as macronutrients, whereas those needed
only in small amounts (e.g. Fe, Mn, Cu, Zn, Mo, Co, B, V , Se) are la-
beled micronutrients. In most cases, nutrient uptake takes place against a
concentration gradient requiring an active ion transport systems, a process
that requires energy provided by photosynthesis or respiration.

Early models typically considered the uptake of one macronutrient, ni-
trogen usually. As modelling techniques advanced and the knowledge of
phytoplankton physiology increased, production models started to incorpo-
rate at least one more macronutrient, phosphorus. With the vast array of
available ecological models in the present, not only macronutrients are con-
sidered but also some models considered one micronutrient, namely iron, to
study speci�c cases where it is known this element to be a decisive factor in
production (e.g. [66]).

Even though Michaelis-Menten kinetics (Monod equation, referred as
MMM from now on ) is frequently used, it is only valid in constant external
nutrient concentrations scenarios (e.g. in chemostat culture) and if nutri-
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ent are not stored internally in signi�cant amounts. When this is not the
case, the cell quota model of Droop [67] is more realistic. The use of the
Monod equation is frequent in most water quality models because of their
assumption of a �xed stoichiometry, whereas the Droop cell quota approach
is characteristic in models where stoichiometry varies.

The basic growth limitation term according to Droop is:


nut = 1�
q0
q

(2.10)

where q is the internal nutrient concentration and q0 the minimum internal
concentration.

Growth rate in the Droop model is completely independent of the ex-
ternal nutrient concentrations and depends exclusively on the internal cell
quota. Replenishment of storage after nutrient addition will lead to very
high uptake rates (luxury consumption) uncoupled from growth rate. This
separation of the mechanisms of uptake and growth re�ects the principle
that growth only occurs after the internal nutrient concentration reaches a
given quota. So, high population growth rates require high cellular content
of limiting nutrients, and low growth rates occur when one or more nutrients
have reduced content.

In most cases, phytoplankton growth models consider only a one nutri-
ent limiting rate approach, often the nutrient that limits the cell yield. In
natural conditions, however, cells will be under stress caused by transient
changes in the concentrations of several extracellular and intracellular nu-
trients [68]. Besides, dual nutrient limitation can occur. Considering these
needs, recent approaches to model phytoplankton growth have developed the
capacity to represent the behaviour of a population under multiple nutrient
stresses.

Respiration

Respiration is the set of processes by which oxygen is introduced into the
cell system, and carbon dioxide is removed. Due to di¢ culties in discrimi-
nating algal and non-algal respiration, it is common practice to assume that
respiration is a �xed proportion of the light saturated gross photosynthetic
rate [69]. The respiration process can be divided in photorespiration and
dark respiration. Photorespiration is the light-dependent uptake of oxygen
and the oxidation of reduced substances. Dark respiration is the controlled
oxidation of organic compounds, which occurs in the mitochondria and cy-
toplasm. Dark respiration can be divided into two components: (1) the
basal or maintenance respiration, and (2) a growth-rate-dependent compo-
nent [70].

In ecosystem models, parameterization of phytoplankton respiration is
largely based on correlation as opposed to the mechanistic understanding of
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the process. Taking ERSEM I [71] as an example, phytoplankton respiration
is composed of three distinct processes: activity respiration, nutrient stress
respiration and resting (maintenance) respiration. The speci�c activity res-
piration is proportional to the speci�c growth rate, whereas the nutrient
stress respiration is proportional to the di¤erence between the speci�c max-
imal potential growth rate and the speci�c actual gross growth rate. The
speci�c rest respiration rate is a function of seawater temperature and day
length. In ERSEM II [28] this parameterization is changed in the way that
the nutrient stress respiration is left out, so that the basal (rest) respiration
is no longer dependent on the day length. Also, the activity respiration is
dependent on the incorporated assimilation (and not on growth, therefore
being decoupled from the nutrient situation).

Exudation

Exudation, also known as cell leakage or extracellular release, is a broader
term used to abridge di¤erent processes of dissolved matter release by algal
cell as a result of several factors. It di¤ers from excretion because it manly
covers the di¤use loss of unspeci�c organic matter by living cells.

Exudation is the result of several processes: (a) Photorespiration, which
is the light-dependent uptake of oxygen (and so tightly coupled with pho-
tosynthesis) and the oxidation of reduced substances; (b) Persistent passive
permeation of small organic molecules through the cell membrane; (c) Ac-
tive release of excess photosynthates that accumulate when �xation exceeds
incorporation into new cell material.

There is no clear explanation for the factors involved in the exudation of
dissolved organic matter by phytoplankton. Ambient concentration of dis-
solved inorganic nitrogen has been shown to have a negative correlation with
the release of DOM, implying that nutrient stress stimulates this release.

Models usually calculate exudation as a �xed percentage of total carbon
�xation. In ERSEM, exudation is composed of "activity excretion" (func-
tion of assimilation) and "nutrient-stress-dependent excretion" (function of
internal nutrient quota).

Rates of production and exudation may be di¤erent for carbon and ni-
trogen. Several compounds containing C and N, like simple sugars and
aminoacids may be leaked from cells, but exudation due to an over�ow of
photosynthate might be expected to be dominated by non-nitrogenous com-
pounds. Some models make a distinction between leakage, which occurred
in the phytoplankton�s C:N ratio, and exudation that was only carbon (e.g.
[72]). Other models have an exudation term that only considers DOC.
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Carbohydrates exudation

Along with lipids, carbohydrates are the most important cellular reservoirs
of chemical energy, and are usually found in the seawater as free saccha-
rides, with only a negligible part as their derivatives (e.g., amino sugars).
The biosynthesis of carbohydrates is directly coupled with photosynthesis
and is, therefore, light dependent. Besides diurnal variations of intracellu-
lar carbohydrate pools, vertical gradients of biosynthesis indicate that the
highest contribution to the carbohydrate pool is near the surface. At night,
carbohydrates are used as chemical energy and converted to other chemical
compounds such as proteins, and as a consequence the cell reservoirs de-
crease. Between 15 and 90% of photoassimilated carbon may be released as
carbohydrates by algae during growth periods [73].

The release of dissolved carbohydrates is a¤ected by the physiological
state and nutrient ratios [74, 75]. Intracellular carbohydrate pools increase
during nutrient limitation [76], and this nutrient stagnation accelerates not
only the production but also the release of carbohydrates to the surrounding
waters, especially during daytime. This release will have an impact on the
food chain because even at low concentrations sugars provide a substantial
food source for heterotrophic bacteria [77].

Phytoplankton grazing

Ecosystem food web studies and models tend to address photosynthetic and
heterotrophic organisms separately. But in the microbial world this division
may not be necessarily adequate because some protists can combine both
abilities. Phytoplankton grazing is usually termed as mixotrophy. Mixotro-
phy is de�ned as the capacity of combining photosynthesis and phagotrophy
in the same individual [78]. Mixotrophic predation in�uences prey popu-
lation dynamics and size distribution, as well as nutrient turnover in the
pelagic zone. Recent studies [79, 80] have show that mixotrophic �agellates
are abundant and quantitatively important as bacterivores in a number of
di¤erent marine environments.

In mixotrophs, the relative importance of both photo and phagotrophic
modes of nutrition is species-speci�c and varies as a function of environ-
mental parameters like particle density, light and pH [81], inorganic nu-
trient concentrations [82], and perhaps dissolved organic carbon [83]. Some
mixotrophs can switch from photoautotrophy to phagotrophy and vice versa.
Based on the large variation among species, some authors [81] introduced the
concept of a "mixotrophic gradient"; the gradient ranges from almost purely
photoautotrophic to almost purely phagotrophic nutrition. Mixotrophs near
the photoautotrophic extreme are pigmented �agellates that only occasion-
ally have been observed with ingested particles and growth is primarily
due to photosynthesis. Near the heterotrophic extreme, phagotrophy can
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be the primary mechanism supporting growth, whereas photosynthesis im-
proves the survival during times of low food particle concentrations. In
low-light environments or environments in which inorganic nutrients have
been consumed, phagotrophy provides a means of survival and growth for
mixotrophic species in competition with other phytoplankton.

Little modelling e¤ort has been focused on the mixotrophs, at least in
part due to the lack of quantitative information on the abundance and in-
formation on their physiology [17]. Thingstad et al. [84] presented a de-
tailed mathematical analysis of algal mixotrophy in "chemostat scenarios"
with mixotrophs in di¤erent trophic positions. Recently, an improved model
version of ERSEM [29] has included mixotrophic �agellates, de�ned as pro-
tists of a size between 2-20�m that are able to photosynthesize and feed
heterotrophically at the same time. Nutrient availability and food con-
centrations determine the degree to which they behave autotrophically or
heterotrophically.

Lysis

Lysis can be de�ned as the pathological, age-dependent or post-mortem
hydrolytic degradation of protoplasm. The results is a release of dissolved
or particulate material as a consequence of death or cell destruction. Several
factors can induce cell lysis:

A. Phytoplankton cells can be destroyed and lyse is caused by the
interaction with other organisms. This can occur in the following ways: (i)
As the result of virus infection [85]; (ii) due to interaction with bacteria,
either caused by dissolved organic substances excreted by the bacteria or by
direct contact [86]; (iii) induced by certain species of heterotrophic �agellates
[87]; (iv) mechanical destruction by the feeding action of zooplankton [88].
In this last process, known as "sloppy feeding�, phytoplankton cells are not
entirely ingested.

B. Phytoplankton cell lysis may be caused by environmental factors.
Because phytoplankton cell lysis events apparently occur after blooms, when
growth conditions become suboptimal [89], environmental stress like nutrient
or light limitation [90] might trigger cell death.

Parameterization of phytoplankton cell lysis in ecological models is largely
based on empirical �ndings. In ERSEM formulation, for instance, lysis
products are partly particulate and partly dissolved, being the particulate
fraction dependent on the actual nutrient cell quota [28].

Sedimentation

The passive settlement due to gravity, usually referred as sedimentation, is
one of the major loss processes of phytoplankton. It depends mainly on the
sinking or settling velocity and on all the processes a¤ecting it. The sinking
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Table 2.2: Some random examples of sinking velocities of di¤erent organic particles
in aquatic environments. (from [37])

Particle type Diameter (�m) Sinking velocity
�
md�1

�
Phytoplankton 2 0.08

25 0.2
50 1.9
84 1.1

POC 1-10 0.2
10-64 1.5
>64 2.3

velocity of a particle
�
vs, md�1

�
is described by Stoke�s law by:

vs = �:
g

18
:

�
�s � �w
�

�
:d2 (2.11)

where � is a dimensionless factor to account for the e¤ect of the particle�s
shape on the sinking velocity (1.0 for a sphere), g the acceleration due to
gravity

�
= 981 cm s�2

�
, �s and �w the densities of the particle and water,

respectively
�
g cm�3

�
, � the dynamic viscosity

�
g cm�1 s�1

�
, and d the

e¤ective particle diameter (�m). According to this law, the sinking velocity
is linearly dependent on particle density and quadratically dependent on
diameter. Nevertheless, particles in natural systems have complex shapes
(leading to � < 1), implying that diameter is not the only decisive aspect in
settling velocities in water, as it can be seen in table 2.2.

The sinking rate in diatoms changes with growth stage and can be under
physiological control. This control has been shown to vary with the energy
status of cells, with sinking rates increasing when energy is decreasing by
nutrient limitation, prolonged darkness, or metabolic inhibitors [91]. A de-
tailed study [92] about the in�uence of nutrient depletion on the sinking rate
of four marine diatoms showed that silicate depletion caused the greatest in-
crease in sinking rate for all four species. However, nitrogen and phosphorus
depletion caused lower sinking rates in 3 species. This observation demands
a re-evaluation of the axiom that nutrient depletion necessarily causes in-
creased sinking rates.

In �eld investigations, observed density and size distribution of phyto-
plankton are frequently insu¢ cient to account for observed vertical �uxes.
The main reason for this discrepancy is that suspended particles may aggre-
gate into large (ranging from mm to cm in size), rapidly sinking "marine
snow" particles, which typically consist of a mixture of inorganic particles,
detrital organic material as well as microorganisms. These aggregates are
fragile and normally disintegrate when sampled by traditional means (net,
pumps, water samplers).
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Aggregates of suspended particles can also be formed by physical coag-
ulation, a process by which suspended particles collide due to �uid shear
or di¤erent settling velocities and stick together upon collision. The coag-
ulation rate depends on the collision rate between particles and on their
stickiness, i.e., the probability of adhesion upon collision. Most pelagic di-
atoms are sticky at times [93] and therefore form aggregates by physical
coagulation [94].

Most ecosystem models account for sedimentation (or sinking of algae)
as a major loss process of phytoplankton from the euphotic zone. Sinking
velocity is to a large extent physiologically determined but it is often para-
meterized as a purely physical process. Recent models consider a biological
control in sedimentation velocity by the implementation of a sinking velocity
that is dependent on the nutrient status of cells.

2.2.2 Basic module outline

Using ERSEM as a reference, primary producers are divided in four func-
tional groups or size classes as a basic setup of the model: diatoms (20-
200�m), autotrophic �agellates (2-20�m), picoalgae (0.2-2�m), and mixotrophic
�agellates (20-200�m). The major di¤erence between diatoms and other
phytoplankton groups in the model is that diatoms are dependent on sili-
cate. So, the parameterization is extended to account for this extra nutrient
requirement and limitation. The mixotrophy process is another major di¤er-
ence within the parameterization of producers (described below). A generic
description of the processes involved in the parameterization of producers is
portrayed in �gure 2.4.

Besides these parameterization di¤erences, all other processes are mod-
eled in the same way for all groups, so that several producers can be de�ned
only by using di¤erent parameter values. Although the basic setup of the
model considers these four functional groups, the model code is prepared to
work with generic constituents for producers, consumers and decomposers.
This versatility in the code allows to add n groups or species of producers.
In addition, it is possible to de�ne if a producer needs silica (in the case of
having more than one diatom species or a group of silico�agellates) and if
it can become mixotrophic.

Phytoplankton growth rates are determined by available light and nutri-
ents using a modi�ed form of the growth model of Geider et al. [64, 65, 41].
Ratios between all of the phytoplankton pools vary dynamically as phy-
toplankton adapt to changing light levels and nutrient availability. Maxi-
mum and minimum cell quotas for each nutrient are input parameters to
the model. If phytoplankton is unable to attain their maximum cell quota
through uptake, carbon �xation (growth rate) is reduced proportionately.
Whichever nutrient is currently most limiting (expressed by the lowest cell
quota relative to the maximum quotas) modi�es the carbon �xation rates.
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Figure 2.4: Carbon and nutrients mass �uxes related with primary pro-
ducers activity. Phytoplankton groups (1 to 4) are: diatoms (20-200�m ),
mixotrophic �agellates (2-20�m ), picoalgae (0.2-2�m ), and �agellates (20-
200�m ). Diatoms di¤er from all other phytoplankton groups in their silica
dependence (see text for details).
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The model parameterization includes the following regulatory features
from the Geider et al. [41] model: (1) the carbon-speci�c, light-saturated
photosynthetic rate depends on the internal nitrogen status of the cell; (2)
the carbon-speci�c, light-limited photosynthetic rate depends on the Chla:C
ratio; (3) Chla synthesis requires N assimilation; (4) Chla synthesis is down-
regulated when the rate of light absorption exceeds the rate of utilization of
photons for carbon �xation, with the extent of downregulation being gov-
erned by the imbalance between rates of light absorption and photosynthesis;
(5) the maximum rate of nutrient assimilation is regulated by the internal
nutrient status/quota of the cells.

Most of the modelling of primary producers follows the scheme presented
by Baretta-Bekker et al. [28], in which phytoplankton population depends
on internal nutrient concentration. For that reason, the intracellular quotas
of nitrogen and phosphorus are calculated (also silica when needed). Three
values are used for each nutrient in order to regulate the cell nutrient:carbon
stoichiometry. The �rst sets a minimum value for the nutrient:carbon ratio�
�minn;p

�
, characterizing a situation with no internal nutrient storage. As

such, it corresponds only to the nutrient content of the structural parts of
the cell. The second value refers to the average stoichiometric C106:N16:P1
ratio in phytoplankton

�
�Rn;p

�
, usually known as Red�eld ratio [95]. Finally,

the third value speci�es the maximum nutrient quota
�
�minn;p

�
, which is the

maximum nutrient storage capacity of a cell.
The adopted reference values can be the same used in most models with

variable C, N and P stoichiometry, corresponding to half and twice the
Red�eld ratio for the minimum and maximum nutrient quotas, respectively.
However, other values can be chosen. For N and P these parameters are
de�ned as:

�Rn = (N=C)redfield ; �Rp = (P=C)redfield (2.12)

�minn = (N=C)min ; �minp = (P=C)min (2.13)

�maxn = (N=C)max ; �maxp = (P=C)max (2.14)

According to this concept, the threshold between limiting and non-limiting
nutrient situation is de�ned by the Red�eld ratio (�Rn and �

R
p ). Every time

one of the nutrient quotas (given by the nut:C ratio) falls below the Red�eld
ratio, re�ecting a nutrient limitation situation, loss terms due to excretion
and lysis begin to increase.

The intracellular nutrient pool status is characterized by a minimum
limiting dimensionless factor (
np) with a value between 0 and 1. This
factor is given by:


 = min (
n;
p) (2.15)

with,


j = ramp
�
0;
�
�j � �minj

�
=
�
�Rj � �minj

�
; 1
�

with j = n; p (2.16)
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hence,

j = 1 if �j > �Rj


j = 0 if �j = �
min
j

0 < 
j < 1 if �minj < �j < �
R
j

As a general rule, regulating or limiting factors are 1 under optimum or
non-limiting conditions and tend towards 0 in strong limiting situations.
This value depends on the actual nitrogen and phosphorus quota, �n and
�p respectively. The value of each quota (the actual quota) is easily attained
by dividing the organism nutrient content by the carbon content.

Instead of the ramp function, ramp(a; x; b) = min(b;max(a; x)), other
functions can be used to describe the intracellular nutrient pool status. The
function de�ned in the model is the same used by Baretta-Bekker et al.
[28] who also propose other functions. An additional factor, �s, is used for
diatoms to address the external silicate limitation.

2.2.3 Carbon dynamics

Carbon biomass is a¤ected by assimilation, excretion and respiration processes.
Every time these processes are addressed they only concern carbon compo-
nents. The rate of each one of these processes is controlled by several regu-
lation factors (commonly known as limiting factors): light limitation (
L),
temperature dependence (
T ), and combined N and P limitation (
np). For
diatoms or any other producer depending on silica for growth, another fac-
tor is used to express the external Si limitation (
si). The temperature
dependence factor can be calculated in two di¤erent ways by the model:


T = (Q10)
temp
10o�1 (2.17)

or


T = exp

�
�4000:

�
1

temp+ 273:15
� 1

tempref + 273:15

��
(2.18)

In the �rst method, Q10 is the characteristic temperature coe¢ cient for each
functional group. For a reference temperature, assuming 10 �C, the factor
has the vale 1 and for all other temperatures the values is determined by the
value of Q10. The second method consists in an exponential dependence or
an Arrhenius equation where �4000 is the slope in the Arrhenius plot. Two
parameters are used in this function: ambient temperature and a reference
temperature value, tempref . In both methods temp is the water temperature
around the cell.
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Considering the temperature dependence and silica limitation (whenever
used by the producer), the maximum rate of C-speci�c photosynthesis is
achieved by:

Pmaxc = rass:
T (2.19)

where rass is the maximum speci�c daily assimilation rate at a reference
temperature. The potential assimilation rate is not dependent on nutrient
limitation, whether this might be induced by the internal nutrient pool or
the external ambient concentration. In silica depending organisms the silica
limitation factor (
s) is also multiplied in equation 2.19. In this case, the
relation between the di¤erent limitation factors is multiplicative.

The light control over production is parameterized according to a slightly
modi�ed approach to the growth model of Geider et al. [41]. The actual
speci�c assimilation/photosynthesis rate is described by:

P photc = Pmaxc

�
1� exp

�
��chl:�chl:I0

Pmaxc

��
(2.20)

where �chl is the chlorophyll light absorption coe¢ cient, �chl the chloro-
phyll cell quota or Chla:C ratio, and I0 the incident irradiance. With this
approach, considering phytoplankton acclimation to light and nutrients, the
light history is re�ected on growth by the variation of the Chla:C. As it will
be seen below, this ratio is in turn a¤ected by nitrogen limitation and the
variability of the N:C cell ratio.

Exudation

Assuming that some assimilated products are not used and exuded as DOC,
the exuded fraction (exu) of assimilation becomes:

exu = P photc : [�ex + (1� �ex) : (1� 
np)] (2.21)

This is modeled considering an activity excretion
�
P photc :�ex

�
that is directly

in�uenced by nutrient-stress-dependent excretion given by (1� 
np). So,
activity and nutrient-stress excretion are linked together. In the equation,
�ex is a dimensionless factor representing the fraction of assimilated carbon
that is exuded under nutrient-rich conditions.

Considering two extreme scenarios, no nutrient limitation (
np = 1) and
total limitation (
np = 0), exu becomes:

P photc :�ex if 
np = 1

P photc if 
np = 0

In the second case, where exu = P photc , all the assimilation products are
exuded as DOC and no biomass growth takes place.
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Assimilation and respiration

By subtracting the exuded fraction to the assimilated, the incorporated
carbon

�
assinc

�
is attained:

assinc = P photc � exu (2.22)

From here it is possible to calculate the net primary production
�
assnet

�
just by calculating the di¤erence between incorporated

�
assinc

�
and respired

carbon:
assnet = assinc � res (2.23)

with,

res =
�
rbas:
T

�
+
�
qres:assinc

�
(2.24)

Total respiration (res) is the sum of the contribution of two di¤erent processes
represented by each term in equation 2.24: the �rst term accounts for the
basal respiration, while the second for the activity respiration. Basal respi-
ration depends on a basal respiration rate

�
rbas

�
and temperature. It a¤ects

only the biomass because it is independent of the uptake. Under severe
light or nutrient limitation, net primary production may become negative
due to basal respiration. The activity respiration is a fraction (qres) of the
incorporated carbon

�
assinc

�
.

Mortality

Grazing, mortality (lysis) and sinking are also included as loss terms. Mor-
tality caused by cell burst (or lysis) is assumed in the model as a way to
implicitly represent the e¤ect of several mortality processes attributed to
di¤erent causes (viruses, bacteria, mechanical causes, etc.). The lysis rate
(lys) is not assumed to be constant nor temperature dependent. Because
it can be enhanced by nutrient-limited conditions, the average lysis rate
increases with nutrient stress (low 
np). The lysis rate is formulated as:

lys = rlys
�

1


np + 0:1

�
(2.25)

where rlys is the speci�c background lysis rate under conditions with no
nutrient limitation. Products resulting from phytoplankton death can be
divided into particulate and dissolved. The division is determined by a
calculated fraction

�
qPOM

�
, quantifying the amount that goes to POM, and

depends on the actual and minimal intracellular nutrient quotas:

qPOM = min

 
�minp

�p
;
�minn

�n

!
(2.26)

With the distinction made regarding the �nal lysis products it is possible
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to assume that nutrients in the structural parts of the cell are diverted to
POM while those in cytoplasm are routed to the DOM pool. Phytoplankton
mortality products are thus calculated:

PPOMm = lys:qPOM

PDOMm = lys:
�
1� qPOM

� (2.27)

The same procedure is used to calculate the fraction of exuded carbon
that goes to each organic carbon pool:

PPOMe = exu:qPOM

PDOMe = exu:
�
1� qPOM

� (2.28)

Finally, part
�
'slP
�
of DOM that is exuded and released as mortality

products is diverted to a semi-labile pool, while the rest
�
'lP
�
goes to a

labile pool.

Sedimentation

The �nal loss process, the loss of producers by vertical movements (i.e. sedi-
mentation or sinking), is dependent on the intracellular nutrient quota. The
calculation scheme adopted in this model follows the formulation proposed
by Varela et al. [71] with the alterations made by Baretta-Bekker et al. [28]
to account for internal nutrient limitation instead of the external one.

Sinking velocity is calculated based on a minimal reference sedimen-
tation rate (�mP ) or background sedimentation velocity, a nutrient stress
sedimentation rate

�
�strP

�
representing the sinking velocity under total nu-

trient limitation, a nutrient stress threshold
�

sednut

�
below which increased

sedimentation occurs, and on the actual total nutrient limitations (
nut).
Sinking velocity is formulated as:

�p = �
str
P :max

�
0;
sednut � 
nut

�
+ �mP (2.29)

Whenever silica is used, the total nutrient limitation is obtained from:


nut = min (
s;
np) (2.30)

This parameterization is applied for all silica-dependent organisms because
of the external silicate limitation (
s). For other groups where there is no
uptake of silica, only N and P limitation is considered.
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Table 2.3: Parameter list for the producers module
Symbol Parameter Reference Units
�Rn Red�eld N:C ratio mmolN (mgC)�1

�minn Minimum N:C ratio mmolN (mgC)�1

�maxn Maximum N:C ratio mmolN (mgC)�1

�Rp Red�eld P:C ratio mmolP (mgC)�1

�minp Minimum P:C ratio mmolP (mgC)�1

�maxp Maximum P:C ratio mmolP (mgC)�1

�Rs Standard Si:C ratio mmolSi (mgC)�1

�chl:c Chla:C ratio mgChl (mgC)�1

�chl Initial slope of the photosynthesis-light curve mgCm2(mgChlWd)�1

�maxchl:n Maximum Chl:N ratio mgChl (mmolN)�1

I0 Incident irradiance Wm�2

Q10 Q10 value Dimensionless
tempref Reference temperature �C
rass Maximum assimilation rate d�1

�ex Exudation under nutrient stress Dimensionless
rbas Basal respiration rate d�1

qres Respired fraction of production Dimensionless
rlys Minimum lysis rate d�1

�strP Nutrient stress sedimentation rate md�1

�mP Minimum sedimentation rate md�1


sednut Nutrient stress threshold Dimensionless
Qmax Maximum rate of storage �lling d�1

kn1 A¢ nity for NO3 (uptake rate) (mgC)�1 m�3 d�1

kn2 A¢ nity for NH4 (uptake rate) (mgC)�1 m�3 d�1

kp A¢ nity for PO4 (uptake rate) (mgC)�1 m�3 d�1

rs Release rate of excess silicate d�1

ks Silicate uptake Michaelis constant mmolSim�3

'slP DOM fraction diverted to semi-labile pool Dimensionless
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2.2.4 Nitrogen and phosphorus dynamics

Primary producers in the model can uptake two forms of nitrogen, namely
nitrate

�
NO�3

�
and ammonium

�
NH+

4

�
. The main form of dissolved phos-

phorus in marine systems is inorganic orthophosphate, usually designated
as phosphate. In the pH range characteristic of seawater, orthophosphate�
PO3�4

�
ions are largely associated asHPO2�4 . The model assumes no di¤er-

ence in these ionic forms. Hence, primary producers can uptake phosphorus
as phosphate. The uptake rate is dependent on both the external concen-
tration of each of these elements and on the degree of �lled storage capacity.
From this, the potential uptake in the model depends upon on several con-
ditions: internal nutrient storage, external nutrient concentration, and the
a¢ nity of each phytoplankton group for a speci�c nutrient. All nutrient
uptake processes are detached from carbon assimilation processes. Never-
theless, to assure a stoichiometric balance, nutrient uptake is dependent on
the carbon uptake to some extent.

Several processes that a¤ect carbon biomass (e.g., mortality, sedimenta-
tion, etc.) also a¤ect cell nutrient content, Pn and Pp. The model accounts
for this in�uence on nutrients by multiplying rates controlling Pc with in-
stantaneous C:nut ratios. This procedure is used for all processes that in-
�uence organisms as a whole, and is also adopted in the parameterization
of consumers and decomposers.

Uptake

The model assumes that nutrient uptake is dependent on both external and
internal nutrient concentrations. For each nutrient, the uptake is de�ned as
the amount needed to replenish its intracellular storage or reserves, plus the
amount to form new biomass. This amount is given by:

�intj =
��
assnet:�maxj

�
+
�
�maxj � �j

�
:�max

�
; j = n; p (2.31)

The �lling rate of nutrient reserves will depend on the maximal rate of
storage �lling (�max). Because nutrient uptake also depends on the exter-
nal concentration, at actual phosphate external concentration [PO4], the
amount that phytoplankton is able to uptake depends on the a¢ nity, kp, for
this element and is calculated as:

�extp = kp: [PO4] (2.32)

The existence of two nitrogen sources a¤ects the amount of nitrogen
that phytoplankton can uptake

�
�extn

�
because of their unequal availability

and di¤erent a¢ nities for each one of them
�
kn1 and kn2

�
. This process is

formulated as:

�extn1 = kn1: [NO3] (2.33)

�extn2 = kn2: [NH4] (2.34)
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Total nitrogen uptake is simply achieved by the sum of both sources:

�extn = �extn1 + �
ext
n2 (2.35)

The uptake becomes the minimum between the potential uptake rate de-
pendent on internal conditions and on the external factors:

�j = min
�
�intj ; �

ext
j

�
; j = n; p (2.36)

In nitrogen the �ux is divided in two parts, one for each nitrogen source:

if �n > 0;

8>><>>:
�phyn1 =

�
�extn1
�extn

�
:�n:Pc for NO3

�phyn2 =
�
�extn2
�extn

�
:�n:Pc for NH4

9>>=>>; (2.37)

Regarding phosphate uptake, assuming this as the only P source, the re-
alized uptake equals the result of the minimum expressed in equation 2.36
multiplied by the carbon quota concentration (Pc):

�phyp = �p:Pc (2.38)

Excretion

In periods without primary production, respiration may cause the realized
uptake (�n or �p) to become negative, leading to excretion of nutrient in
their inorganic form. In the case of phosphorus, the surplus is excreted
as phosphate. As for nitrogen, excretion caused by surplus only occurs in

the form of ammonium. For both nutrients, the excreted excess
�
�phyj

�
is

calculated according to:

�phyj =
�
�j � �maxj

�
:Pc if �j > �

max
j ; j = n; p (2.39)

Nutrient loss by mortality only occurs in organic forms. For each nutri-
ent, the dissolved and particulate fraction resulting from mortality is calcu-
lated in the same way as carbon (equation 2.27), the only di¤erence being
the fact that for each nutrient it is the phytoplankton group nitrogen or
phosphorus content considered (Pn and Pp instead of Pc).

Silica dynamics

Silicate parameterization in primary producers is only valid for functional
groups that need this nutrient. In the model, Si to elements (C, N, P)
ratios may change over time. This variation is supported by recent studies
[96] suggesting that depending on iron concentration in the water, the Si:N
uptake ratio can vary by about a factor of 4.
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Table 2.4: Variables used in the producers module (carbon dynamics).
Symbol Variables Reference Units
Pc Producers carbon mgCm�3

Pn Producers nitrogen mmolN m�3

Pp Producers phosphorus mmolP m�3

Psi Producers silica mmolSim�3

Pchl Producers chlorophyll mgChlm�3


np Intracellular nutrient pool status Dimensionless

n Intracellular nitrogen limitation Dimensionless

p Intracellular phosphorus limitation Dimensionless

si External silicate limitation Dimensionless

nut Nutrient limitation (when considering silica) Dimensionless

T Temperature limitation Dimensionless
Pmaxc Maximum value of P photc d�1

P photc C-speci�c photosynthesis rate d�1

exu Exudation rate d�1

assinc Total carbon assimilation rate d�1

assnet Net primary production d�1

res Total respiration rate d�1

lys Lysis rate d�1

qPOM Fraction of mortality products to POM Dimensionless
PDOMm Mortality products to labile DOM (rate) d�1

PPOMm Mortality products to semi-labile DOM (rate) d�1

PDOMe Exuded products to labile DOM (rate) d�1

PPOMe Exuded products to semi-labile DOM (rate) d�1

�p Sinking velocity md�1
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Table 2.5: Variables used in the producers module (nutrient and chlorophyll dy-
namics).

Symbol Variables Reference Units
�intn Nitrogen uptake intracellular demand mmolN (mgC)�1 d�1

�intp Phosphorus uptake intracellular demand mmolP (mgC)�1 d�1

�extn1 Potential nitrate uptake mmolN (mgC)�1 d�1

�extn2 Potential ammonium uptake mmolN (mgC)�1 d�1

�extp Potential Phosphate uptake mmolP (mgC)�1 d�1

�extn Total potential nitrogen uptake mmolN (mgC)�1 d�1

�n Realized total nitrogen uptake mmolN (mgC)�1 d�1

�p Realized total phosphorus uptake mmolP (mgC)�1 d�1

�phyn1 Realized nitrate uptake mmolN m�3 d�1

�phyn1 Realized ammonium uptake mmolN m�3 d�1

�phyp Realized phosphate uptake mmolP m�3 d�1

�bn Excreted NH4 mmolN m�3

�bp Excreted PO4 mmolP m�3

�s Silica uptake �ux mmolSim�3 d�1

�chl Chlorophyll synthesis regulation term mgChl (mmolN)�1

Pac Chlorophyll synthesis rate (photoacclimation) d�1

Contrary to nitrogen and phosphorus, silica is not stored internally and
so, silicate dynamics di¤ers from other nutrients. Here, the cell quota

�
�Rs
�

is equal to a �xed standard value, assuming that silicate uptake �ux is
proportional to carbon net production

�
assnet

�
. The uptake is expressed as:

�phys =
�
max

�
0; assnet:�Rs

�
�max

�
0; �s � �Rs

�
:rs
�
:Pc (2.40)

The uptake and release of excess silica are separated in the uptake equa-
tion. The uptake is addressed in the �rst term and the condition assnet > 0
must be veri�ed. The release of excess silica (second term in the equation)
is determined by a release rate, rs. However, it must be stressed that silica
excretion is not an active mechanism in diatoms because this element is a
crystalline structural element in the cell. Eventually, silica excretion will
take place if by any reason (e.g., DOC excretion) the C:Si ratio drops below
the de�ned value.

Because concentration in the water can be zero, a limiting factor for silica
uptake must be considered. The silica limiting function (
s) that prevents
uptake to occur if there is no silicate in the water is formulated using a
MMM function:


s =
[SiO4]

[SiO4] + ks
(2.41)

This limiting factor is added in equation 2.19 for the maximal speci�c pri-
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mary production in diatoms or any other silica-depending organisms con-
sidered.

Chlorophyll dynamics

The model of phytoplankton growth and physiological acclimation (to irra-
diance, nutrient concentration and temperature) treats nutrient uptake and
photosynthesis rates as functions of both environmental factors and cellular
chemical compositions (Chla:C and N:C).

As already mentioned, photoadaptation is modelled according to the
models proposed by other authors [64, 41]. Chlorophyll synthesis (Pac) is
regulated by the balance between photosynthetic carbon �xation and light
absorption (the ratio of energy assimilated to energy absorbed). This regu-
lation term (�chl) is formulated as:

�chl = �
max
chl:n:

P photc

�chl:�chl:c:I0
(2.42)

where �maxchl:n is the maximum value of Chal:N ratio. The remaining vari-
ables have already been de�ned for equation 2.20. The chlorophyll synthesis
parameterization is then:

Pac =
�chl:upn
�chl:c

� �chl (2.43)

Chlorophyll synthesis is assumed to be proportional to nitrogen uptake
(upn), re�ecting the need for the synthesis of proteins used in light harvest-
ing complexes and elsewhere in the photosynthetic system. A chlorophyll
degradation rate is also considered in the formulation (�chl). Besides this
potential loss term, chlorophyll can also be lost by phytoplankton mortality
and so this has to be considered in the mass balance equation (equation
2.48).

According to this parameterization the instantaneous rates of light uti-
lization, carbon assimilation, chlorophyll a synthesis, and nutrient assimila-
tion are determined by environmental variables. This way the instantaneous
rates can change in time due to the e¤ects of past environmental conditions
by including intracellular variables Chla:C and N:C.

2.2.5 Myxotrophy

Organisms capable of performing mixotrophy (like mixotrophic �agellates)
di¤er from other groups because they are able to alternate between autotro-
phy and heterotrophy, depending on nutrient availability. Theoretically they
can photosynthesize and feed on other organisms at the same time.

The parameterization of this group is achieved with a combination of
code from producers and consumers. The degree of its autotrophic or het-
erotrophic behaviour is determined by food and nutrient availability. The



48 CHAPTER 2. MODEL MOHID.LIFE.1.0 STRUCTURE

prey on which these organisms feed upon in their heterotrophic regime can
be de�ned by the user. Since it is assumed that these organisms can
feed on both ways, nutrient uptake is conditioned by the feeding strat-
egy, osmotrophically when performing autotrophy (producer behaviour) and
phagotrophically when performing heterotrophy (consumer behaviour). Nu-
trient excretion (mineralization) is assumed to be the same as for other
producers.

2.2.6 Mass balance equations

For each phytoplankton group the mass balance for carbon, nitrogen, phos-
phorus, silica (diatoms or other silica-dependent organisms only), and chloro-
phyll is:

@Pc
@t

=
�
P photc � res� exu�mort

�
:Pc �GZcPc (2.44)

@Pn
@t

= �phyn1 + �
phy
n2 � �phyn �mort:Pn �GZcPn (2.45)

@Pp
@t

= �phyp � �phyp �mort:Pp �GZcPp (2.46)

@Ps
@t

= �phys � �phys �mort:Ps �GZcPs (2.47)

@Pchl
@t

= Pac:Pchl �mort:�chl:c (2.48)

2.3 Consumers module

2.3.1 Background review

Closing the food web

Some models have only one zooplankton compartment, which grazes on the
large detrital pool and on phytoplankton (e.g. [97]). The single grazer
approach, merging microzooplankton and larger zooplankton in the same
group, has been considered more stable than one with multiple classes of
zooplankton [97, 98]. Nevertheless, this stability sometimes �les to represent
the actual complexity of the simulated systems. The inclusion of all con-
sumers into one zooplankton group represents a compromise between faster
running simulations and the need of a relevant tool to address consumers
role in a particular system.

Taking a di¤erent approach, some models go as far as to incorporate 4
di¤erent groups with macrozooplankton included [25]. Taking the ERSEMII
as a reference to what might be considered the sate-of-the-art in ecological
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models [39], the multiple zooplankton group approach is the way to go.
ERSEMII includes microzooplankton, heterotrophic �agellates and meso-
zooplankton. The �rst two groups have the same code di¤ering only on
parameters values, while the last has a distinct parameterization to account
for di¤erent physiology and ecology.

The role of consumers in marine system is very complex. Microzooplank-
ton refers to all heterotrophic planktonic organisms ranging between 20�m
and 200�m in size, mainly �lter-feeding ciliates, except heterotrophic �agel-
lates and all larval stages of larger zooplankton and benthic organisms. They
feed upon several phytoplankton groups (diatoms, �agellate phytoplankton
and picoalgae) and also on other zooplankton like heterotrophic �agellates.
Heterotrophic �agellates, on the other hand, feed upon bacteria and phyto-
plankton groups (�agellate phytoplankton, picoalgae and mixotrophic �agel-
lates). The last group, omnivorous zooplankton, is a component of meso-
zooplankton and can feed upon diatoms, autotrophic �agellates, and on the
other two consumer groups. Because of their diversity, all consumers groups
also feed upon themselves.

Heterotrophic nano�agellates are considered to be the principal con-
sumers of picoplankton in many oceanic systems. They are typically the
most important herbivores in oligotrophic open ocean where photosynthetic
picoplankton usually dominates total autotrophic carbon �xation. In costal
ecosystems, where the picophytoplankton importance decreases relatively
to larger forms, small �agellates play a decisive role in determining if het-
erotrophic bacteria production is transferred to higher trophic levels or if it
is remineralized back to primary producers.

Larger-size groups of zooplankton (like copepods) are considered to be
the closure of the microbial food web in aquatic systems. Their grazing
control and nutrient regeneration through excretion has an important role
in shaping trophic dynamics. But despite their importance, they are usually
not considered in ecological models. Some recent models, however, have
incorporated a group of omnivorous zooplankton to accommodate the notion
of a group of mesozooplankton with a distinct dynamic from other groups
like microzooplankton or heterotrophic �agellates [29]. In ERSEMII, the
modelling e¤ort of mesozooplankton goes as far as to include a structured
population model of the copepod Calanus sp. [99].

Grazing

Unlike commonly assumed, assimilation of a prey by any predator is not a
one step process. It can be divided into a series of events, such as searching,
encounter, attack, capture, and �nally ingestion [100]. Digested food is used
for growth and also respiration to provide the energy required to maintain
basal metabolism. Most models, however, only consider the �nal steps in
their parameterization (capture and ingestion) by assuming a clearance rate
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with a fraction of prey lost by sloppy feeding. Some e¤orts have been made
to address at least some of this processes in models (e.g. [11]). Some model
applications are highly parameterized when it comes to grazing preferences
of predators upon prey [32], while others have a more straightforward ap-
proach with prede�ned values of prey availability. The parameterization
of grazing rates can also vary from linear relations between predator and
prey abundance to equations with a quadratic density dependent term. The
main di¤erence between these approaches is that in the �rst case the rate
is proportional to predator and prey density, while in the last grazing rates
decline at low prey biomass.

Nutrient recycling

The designation "recycling" has been used to distinguish the process usually
labeled as exudation from remineralization. Nutrient regeneration or rem-
ineralization consists in the breakdown of organic material [101], followed
by the release of nutrients in their inorganic form. So, nutrients released
by this process are termed mineralized or regenerated nutrients. Recycled
nutrients, on the other hand, are better described as nutrients that are taken
into the cell, but then leak or are actively excreted as a result of ine¢ ciencies
in growth or when nutrient quotas are exceeded.

Nutrient recycling by zooplankton is the direct result of prey ingestion
with higher nutrient:carbon ratios than the consumer needs [24]. The nutri-
ent excess ends up being excreted in the inorganic form, hence the applica-
tion of the term remineralization also to zooplankton activity. The recycling
of organic nutrients is a direct consequence of grazing. Part of the ingested
prey is incorporated into new zooplankton biomass (carbon and nutrients),
and the remaining grazed material is lost by sloppy feeding, remineralization
or excretion. After being recycled through grazing, nutrients enter directly
the appropriate nutrient pool.

2.3.2 Basic module outline

Secondary producers, or consumers, are de�ned in the basic model setup
as three distinct groups: microzooplankton, heterotrophic �agellates, and
omnivorous zooplankton. To confer versatility to the model, the code is
prepared to let this number be increased or decreased by the user. In ad-
dition, the predator/prey relation is also de�ned by the user. Ultimately,
the complexity of the food web can be adjusted by the model user to dif-
ferent conditions. But despite the number of consumer groups added to the
simulations, the parameterization is the same for all. Contrary to models
like ERSEMII,. a di¤erent set of equations is not used to control larger
zooplankton groups.
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2.3.3 Carbon dynamics

As with other organisms, several factors have a direct in�uence in the carbon
dynamics, namely, respiration, excretion, mortality and grazing.

Grazing

Ingestion of prey by predators is handled with a linear functional response
to prey density, assuming a simple encounter mechanism governing prey
consumption. The grazing process is in fact considered to be the uptake
process. The speci�c grazing rate of any consumer group depends on the

availability of food or prey
�
�Z

i

x

�
to each predator and on prey abundance�

Xi
c

�
, according to:

�z =
nX
i=1

�Z
i

x :X
i
c (2.49)

As an example, the total grazing of one consumer group (�z) will be the
sum of singular grazing processes on each individual prey class. Considering
the �rst group of producers as a prey, the grazing will be determined by
�Z

1

P 1 :P
1
c .

The speci�c uptake rate of consumers or grazing follows a MMM for-
mulation and so it depends on a maximum speci�c uptake rate (V maxz ),
on a half saturation value (kz) and on the amount of available food (�z).
The uptake process is also temperature dependent (with the temperature
limitation according to equation 2.17 or 2.18). The uptake rate in then:

Gz = V
max
z :

�z
�z + kz

:
T (2.50)

Respiration and excretion

In the model the respiration process (respz) is divided in two terms, activ-
ity respiration (respaz) and standing stock respiration (resp

ss
z ). While the

standing stock respiration depends on temperature, the activity respiration
depends on the uptake rate or grazing (Gz), on the assimilation e¢ ciency�
assefz

�
, and on activity excretion or excreted fraction of non-assimilated

uptake (�naz ). According to this, the respiration process is de�ned by:

respssz =
�
r10z :
T

�
(2.51)

respaz =
h
Gz:

�
1� assefz

�
: (1� �naz )

i
(2.52)

respz = resp
ss
z + resp

a
z (2.53)

with r10z as the rest respiration at a reference temperature. In a fashion
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similar to the activity respiration, the speci�c excretion (excz) is a fraction�
1� assefz

�
of the speci�c uptake or grazing (Gz). Overall, the excretion

rate depends on the grazing rate, the assimilation e¢ ciency
�
assefz

�
and

on the excreted fraction of non-assimilated uptake (�naz ) according to the
following equation:

excz = Gz:
�
1� assefz

�
:�naz (2.54)

From this it is clear that the partitioning between respiration and excretion
is determined by activity excretion (�naz ).

Mortality

Zooplankton mortality usually closes ecosystem models at the upper end
of the food chain. Zooplankton mortality consists of a linear biomass-
dependent mortality loss, which parameterizes zooplankton losses due to
respiration and predation by higher trophic levels [102]. Upon mortality,
zooplankton biomass is partitioned between the sinking (POM) and the
non-sinking (DOM) detrital pools.

Mortality is another process where carbon and nutrients are lost, i.e.,
transferred from biomass to organic matter. The calculation of the speci�c
mortality rate (mortz) takes into account a temperature-independent term�
mti
z

�
and a term to describe the dependency on the relative water oxygen

saturation:
mortz = (1� 
o) :mo

z +m
ti
z (2.55)

wheremo
z is the oxygen-dependent mortality rate and the limitation imposed

by the oxygen levels in water calculated by:


o =
[O2]

[O2] + koz
(2.56)

with koz as a half oxygen saturation.
Products resulting from excretion and mortality are divided in dissolved

and particulate organic matter pools, with the fraction that ends up in the
particulate organic matter pool de�ned by a constant parameter, qPOMz .
The resulting fraction for each organic matter pool is calculated according
to:

mortality products

24 ZPOMm = mortz:q
POM
z

ZDOMm = mortz:
�
1� qPOMz

�
35 (2.57)

excretion products

24 ZPOMe = excz:q
POM
z

ZDOMe = excz:
�
1� qPOMz

�
35 (2.58)
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Table 2.6: List of parameters used in the consumers module.
Symbol Parameter Reference Units
�maxn Maximum N:C ratio mmolN (mgC)�1

�minn Minimum N:C ratio mmolN (mgC)�1

�maxp Maximum P:C ratio mmolP (mgC)�1

�minp Minimum P:C ratio mmolP (mgC)�1

r10z Rest respiration d�1

assefz Assimilation e¢ ciency Dimensionless
�naz Excreted fraction of uptake Dimensionless
Q10 Q10 value Dimensionless
qPOMz Fraction of excretion to POM Dimensionless
mo
z Oxygen-dependent mortality rate d�1

mti
z Temperature-independent mortality rate d�1

koz Oxygen half saturation constant mgO2 l
�1

V maxz Maximum speci�c uptake d�1

kz Half saturation value for uptake mgCm�3

�Z
i

x Availability of prey (x) Dimensionless

2.3.4 Nutrient dynamics

Except for the inorganic nutrient excretion process, all nutrient dynamics
are dependent on carbon dynamics. Predators obtain nutrients by ingesting
prey according to the linear function mentioned above (eq. 2.50). Because
predator and prey have distinct C:N:P ratios, it is expected that the ratios on
the predator vary in function of prey nutrient content. Predator�s nutrient
quotas increase as a result of prey ingestion and respiration (where only
carbon is released), and decrease due to excretion of nutrient excess.

Assimilation and recycling

The grazed amount of nutrient content is not fully incorporated or �xated by
predators. Total ingested prey is divided in two �uxes: the assimilated �ux
and the recycled �ux. Depending on the actual nutrient quotas, a fraction
of it is assimilated and the other is directly released as inorganic nutrients.
This second fraction can be considered as recycled nutrients resulting from
respiration.

Following a scheme close to the one presented by Grover [24], originally
proposed by Thingstad [103], it is assumed that when a nutrient becomes
severely limiting for predators (i.e., when quota approaches its minimum
value, �min) the proportion of assimilated nutrients from the ingested �ux
will be maximum. Conversely, when a nutrient is not limiting (when quota
approaches its maximum value, �max), the assimilated proportion of in-
gested nutrient �ux will approach 0. When assimilation is high, recycling is
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low, and vice-versa. The proportion of nutrient that is assimilated
�
�zj

�
is

calculated as:

�zj = max

 
�maxj � �j
�maxj � �minj

; 0

!
; j = n; p (2.59)

Following these assumptions for nutrient assimilation and recycling by
predators, the assimilated �ux of nitrogen and phosphorus intake (Gassj ,
with j = n; p) as a consequence of the grazing process, is dependent on the
predator concentration (Zc), on speci�c grazing rate (Gz) and on the prey

actual nutrient quota
�
�preyj

�
. It is given by:

Gassj = Gz:�
z
j :�

prey
j :Zc ; j = n; p (2.60)

The recycled nutrient �ux is then:

Grecj = Gz:
�
1� �zj

�
:�preyj :Zc ; j = n; p (2.61)

Consumers feeding upon diatoms do not assimilate silica and so it is
assumed that during grazing, the silica quota reverts directly to the biogenic
silica pool. The grazed silica fraction is obtained by:

Gzs = Gz:�
prey
s :Zc (2.62)

Nutrient ratios
�
�n; �p

�
might go above the imposed maximum

�
�maxn ; �maxp

�
and whenever that occurs, nutrients will be excreted to maintain the ratios
below or equal the maximum value. Nitrogen excess ('n) is released as am-
monium while phosphorus is expelled as phosphate. Nutrient excretion for a
standard organism is calculated according to equation 2.39. If the di¤erence
between actual and maximum nutrient quota becomes negative there is no
excretion of inorganic nutrients until the maximum value is re-attained.

2.3.5 Mass balance equations

For consumers, the mass balance for carbon, nitrogen, and phosphorus is
expressed by:

@Zc
@t

= (Gz � respz � excz �mortz) :Zc �G (2.63)

@Zj
@t

= Gassj � (excz +mortz) :Zj � 'j �G ; j = n; p (2.64)
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Table 2.7: List of de�nitions of variables used in the consumers module.
Symbol Variables Reference Units
Zc Consumers carbon mgCm�3

Zn Consumers nitrogen mmolN m�3

Zp Consumers phosphorus mmolP m�3

�z Total grazing of a consumer group mgCm�3

Gz Total carbon (from prey) uptake rate d�1

respssz Standing stock respiration rate d�1

respaz Activity respiration rate d�1

respb Total consumer respiration rate d�1

excz Speci�c excretion rate d�1

mortz Mortality rate d�1

ZPOMm Mortality products to POM (rate) d�1

ZDOMm Mortality products to DOM (rate) d�1

ZPOMe Excreted products to labile DOM (rate) d�1

ZDOMe Excreted products to semi-labile DOM (rate) d�1

�zn Fraction of assimilated prey nitrogen Dimensionless
�zp Fraction of assimilated prey phosphorus Dimensionless
Gassn Assimilated �ux of nitrogen intake mmolN m�3 d�1

Gassp Assimilated �ux of phosphorus intake mmolP m�3 d�1

Grecn Recycled �ux of nitrogen intake mmolN m�3 d�1

Grecp Recycled �ux of phosphorus intake mmolP m�3 d�1

Gzs Grazed silica fraction mmolSim�3 d�1


o Oxygen limitation Dimensionless

nut Total nutrient limitation Dimensionless
�zn Excreted inorganic nitrogen in the form of NH4 mmolN m�3

�zp Excreted inorganic phosphorus in the form of PO4 mmolP m�3
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2.4 Decomposers module

2.4.1 Background review

Photosynthetically produced carbon can sink directly out of the euphotic
zone under some conditions, but usually enters the marine food web in
the surface waters in the form of DOM and POM through the activity of
heterotrophs. Bacteria are primarily responsible for the processing of DOM
in aquatic systems. The bacterial DOC utilization e¢ ciency is an important
factor determining the �ow of carbon and energy through the microbial food
web that leads to higher trophic levels. Heterotrophic bacteria are important
to the maintenance of energy �ow in aquatic systems in two main ways:

(1) Through assimilation of dissolved organic compounds. They may
make them available to organisms higher up the food chain, although some
energy is inevitably lost in going through the bacterial intermediary.

(2) Heterotrophic bacteria can mineralize organic compounds, thereby
releasing inorganic substrates that can then be used by photoautotrophs.
This mineralization is crucial to primary productivity, and thus to the main-
tenance of energy �ow.

Dissolved organic matter utilization

Heterotrophic bacteria are major consumers and mineralizers of DOM in the
ocean and the interaction between bacteria and DOM plays a key role in the
aquatic carbon cycle. For that reason, all factors involved in the regulation
of DOM production and consumption profoundly in�uence carbon �uxes.
The availability of DOM to heterotrophic bacteria and its utilization de-
pends on inorganic nutrient concentration in the water, and environmental
factors like temperature [104]. The elemental balance of carbon and nitrogen
restrains ammonium uptake vs. regeneration by heterotrophic bacteria. Un-
fortunately, predicting the role of bacteria in the ammonium cycle by in situ
application of elemental balance models is prevented by the complex and
unknown DOM composition in seawater. Likewise, studies of DOC cycling
in aquatic ecosystems have focused primarily on the rates at which bacteria
utilize DOC, with little emphasis on the identity of bacteria responsible for
the uptake. So, this "microbial black box" approach [105] has dictated the
use of a generic group of bacteria or decomposers in modelling e¤orts to
assess their role.

In a more speci�c way, the C:N ratio of bacterial substrates like DOM
is unknown, the same being true for growth e¢ ciencies of bacteria that
use them. Some studies have revealed that di¤erences in DOC and DON
cycling do occur and are greatest during phytoplankton blooms (e.g. [106])
because the dissolved material produced by algae during these events is
mostly DOC with little or no nitrogen. The uptake of this DOC will result
in a simultaneous uptake of inorganic nitrogen.
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Research in the microbial food web processes [107] have revealed that
50% of organic matter generated by primary production is transferred to
DOM and then utilized by heterotrophic bacteria. Bacteria are considered
to be the main organisms using DOM as a substrate for growth [108, 109].
But the interaction between bacteria and DOM is far from being simple.
In early models, heterotrophic bacteria were considered to be strict DOM
consumers. However, recent studies [110] established that besides the rapid
consume of labile DOM bacteria also produce refractory DOM resistant to
decomposition. Earlier, McCarthy et al. [111] had already challenged the
common paradigm that ocean reservoirs of dissolved material are predom-
inantly derived from algal sources, by reporting that a substantial fraction
of DON is of bacterial origin. They credit the intensive bacterial recycling
of DOM coupled with similar dynamic bacterial removal by protozoan pre-
dation and viruses as the origin of this fraction of DON.

Semi-labile material is variously de�ned in di¤erent models, and thus
the parameterization of its turnover vary. Some authors [112] assume that
semi-labile material is only utilized after exhaustion of labile substrates,
and with lower growth e¢ ciency. In the other hand, others [72] de�ne semi-
labile material as molecules whose eventual assimilation by bacteria requires
ectoenzyme hydrolysis to the labile pool. Many models therefore employ
MMM kinetics to describe the turnover, which is usually passed to labile
pools. However, estimates of kinetic parameters are rare.

Kinetics of DOM uptake

In 1942 Monod [113] showed that the relation between bacterial growth rate
and subtract concentration could be expressed according to the empirical
model know as the Michaelis-Menten-Monod equation:

� = Vmax:
S

S + ks
(2.65)

in which S is the substrate concentration, Vmax the maximal growth rate,
and ks the substrate concentration at which reaction velocity =Vmax=2. This
uptake kinetics was based on studies made where cultures were grown on
simple monomers such as glucose. Some models have assumed this as the
predominant form of substrate (e.g. [20]), but even when other forms of
substrate were considered, the basic formulation has been retained.

The half-saturation constant, ks, represents the substrate concentration
at which growth is half the maximum. This parameter dictates at what level
the substrate becomes limiting. At low food levels (S << ks), the growth
rate becomes directly proportional to the food supply:

� �=
Vmax
ks

:S (2.66)
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In this case, the growth process becomes second-order.
The uptake of individual DOM components (carbon, nitrogen, phospho-

rus, etc.) can be modeled by standard MMM kinetics but, under certain
circumstances, it may be adequate to describe the uptake as a �rst-order
process, uptake = �:S, where � is a constant turnover rate and S the avail-
able substrate [114]. This simpli�cation in the uptake parameterization has
the advantage of making easier the incorporation of several components of
DOM with di¤erent turnover rates. But this approach to substrate uptake,
where the rate is constant and independent of the food supply only occurs
at high food levels (S >> ks). In this context the growth process becomes
�rst-order:

� �= Vmax (2.67)

This level is approximately 5 times the half-saturation constant [37]. Thus,
the MMM kinetics adjusts the rate as a function of whether food is abundant
or scarce.

Nevertheless, �rst-order reactions can be a valid approximation for mod-
elling processes like the gross decomposition of sewage in oxygen balance
models. However, when dealing with biological growth, the boundless na-
ture of �rst-order growth begins to become inadequate. Hence the MMM
formulation allows us to incorporate a limit to growth (food supply) into
model kinetics. The introduction of such limits is characteristic of some
eutrophication models and is re�ective of the fact that unbridled growth is
checked and moderated by �nite resources in nature.

Nutrient uptake

Bacteria in water have the faculty to consume nutrients in both organic
and inorganic form. Like producers, they can consume inorganic nitrogen
and phosphorus directly from the water. But they can also extract the
same nutrients from organic compounds, only in this case, nutrient uptake
is directly linked with organic matter consumption. The MMM kinetics has
been widely used in ecosystem models to describe the uptake of nutrients
by di¤erent kind of organisms.

From the nutrient uptake MMM equation, two parameters are derived:
Vmax as the maximal rate of uptake, and ks as the half-saturation constant.
The a¢ nity coe¢ cient (ks) is a measure of the nutrient a¢ nity of a single
uptake site, and Vmax also known as the velocity coe¢ cient, is a measure of
the number of uptake sites per cell. Several authors have shown that ks is
independent on the nutrient status of the cell whereas Vmax, increases with
increasing nutrient limitation [115, 116]. Used as an index of a species po-
tential competitive ability at low nutrient concentrations (usually in phyto-
plankton), ks values vary considerably among di¤erent species with oceanic
species having lower ks values compared to neritic species [117]. Bacteria
have a high a¢ nity for dissolved nutrients (low relative ks) because of their
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small size but, as a consequence of the size, they are not able to take up
nutrients as e¤ectively at high nutrient concentrations (low relative Vmax).

Like many other free-living organisms in the water column, bacteria �oat
freely and are transported even by weak currents. This means that relative
to the cell wall there is no current and these organisms must obtain substrate
through di¤usion. If the carriers involved in the binding and transport
process of substrate into the cell have a constant frequency per unit surface
area of cell membrane, the uptake is directly proportional to surface area.

Even without consensus on the existence of a theoretical basis (e.g.,
[118]), MMM formulation has been widely implemented in ecological mod-
els even though other hyperbolic functions can give a better �t to observed
growth rates. Although useful to improve our understanding of microbial
food webs, these Monod-type models prove di¢ cult to use for detailed stud-
ies of bacterial DOM processing [119]. The motive underneath such di¢ cul-
ties is, according to Vallino et al. [120], because they do not account for the
variable energy content and oxidation state of DOM.

To Baretta-Bekker et al. [29], the use of Michaelis-Menten nutrient ki-
netics in a previous model was a probable cause of discrepancies between
observed and model-predicted concentrations of nitrogen and phosphorus.
This hypothesis, based on a previous work [121], points out the fact that
the MMM formulation does not allow intracellular nutrient storage or luxury
uptake of nutrients.

In some models, bacterioplankton uptake of inorganic nutrients is not
considered, and the carbon and nutrient uptake dynamics in phytoplankton
groups are coupled. This approach implies �xed C:N:P ratios for the dis-
solved organic matter produced by the phytoplankton. As a consequence of
these assumptions, bacterioplankton growth is always substrate-limited, de-
pending on the excretion products of phytoplankton and if they contained
su¢ cient organic nutrients to meet their nutrients requirements. Recent
models, however, incorporate important mechanisms of the microbial food
web (e.g. ERSEM model). Some of these mechanisms are the decoupling
of carbon and nutrient dynamics in phytoplankton groups, allowing the ex-
cretion of nutrient-poor DOM (carbohydrates), and the uptake of inorganic
nutrients by bacteria.

2.4.2 Basic module outline

The decomposers group addresses bacterial activity, speci�cally the con-
sumption of DOM and inorganic nutrients by bacterioplankton. Although
bacteria are modeled according to the standard organism concept, there are
some signi�cant di¤erences in the modelling strategy (these di¤erences will
be highlighted in the description below). All organic matter components are
subjected to bacterial activity but not all are considered as substrates that
bacteria feed upon. Only labile dissolved organic matter can be consumed
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by bacteria. All other substrates (semi-labile DOM and POM) are a¤ected
by bacterial activity (exoenzyme action) and changed, but are not incorpo-
rated in bacterial biomass. The conversion of POM and semi-labile DOM
to DOM as a consequence of bacteria exoenzyme action is implicit in the
model .

2.4.3 Carbon dynamics

Assimilation and respiration

The only source of carbon available for bacteria in the model is DOM carbon
fraction (DOC). Carbon uptake follows a simple MMM kinetics but varies
linearly with cell nutrient quota and with temperature. When the quota
of one of the nutrients is near minimal, carbon uptake will become low,
preventing the enhancement of nutrient limitation.

The realized uptake (assb) is determined as the minimum between the

total amount of available substrate (Sc) and potential uptake
�
asspotb

�
. The

potential uptake is in turn dependent on temperature (
T ), nutrient quotas
(
nut), the maximum speci�c uptake rate at 10oC (V maxb ), the DOM uptake
half saturation constant

�
kDOMb

�
and bacterial biomass (Bc) : The relation

between these elements is expressed as:

asspotb =

�
V maxb :

�
[DOC]

[DOC] + kDOMb

�
:
T :
nut

�
:Bc (2.68)

assb = min

�
asspotb ;

Sc
�t

�
(2.69)

The realized uptake is imposed as the minimum between the potential uptake
and the available substrate to prevent the consumption of substrate once it
drops below the amount calculated in the potential uptake. This mechanism
prevents calculation errors, namely by substrate concentration becoming
negative.

Temperature dependence (
T ) is calculated as in equation 2.17 or 2.18.
The total amount of available substrate is the sum of all dissolved excreted
and lysed products and the existing fraction of DOM.

While the rest or standing stock respiration is modeled in the same way
as for consumers, the activity respiration is a �xed fraction of the uptake.

Assimilation e¢ ciency
�
assefb

�
, used to calculate total activity respiration,

is not de�ned by a single rate as for consumers, but varies according to
external oxygen concentration. If ambient oxygen concentration drops below
a de�ned concentration (�ob), assimilation e¢ ciency will decrease.

Assuming that bacterial growth e¢ ciency decreases under anoxic situ-
ations, this parameterization considers the di¤erences in the energetics of
metabolic reactions. Under low oxygen concentration, bacteria strive to
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grow and usually only anaerobic bacteria thrive. Anaerobic bacteria are
supposed to have a decreased e¢ ciency because they need to respire more
carbon in order to produce the same amount of energy.

The model does not take into account di¤erent types of bacteria but us-
ing di¤erent values for growth e¢ ciency according to ambient oxygen con-
centration (�ob) allows an implicit modelling of both anaerobic and aerobic
bacteria.

if [O2] > �
o
b ;

then assefb = assefnorm

else assefb = asseflow
Bacterial respiration (respb) is then calculated as the sum of standing stock
(respssb ) and activity respiration (resp

a
b ) according to:

respssb =
�
r10b :
T :Bc

�
(2.70)

respab =
h
assb:

�
1� assefb

�
: (1� 
o)

i
(2.71)

respb = resp
ss
b + resp

a
b (2.72)

The limitation imposed by oxygen concentration (
o) is calculated as in
equation 2.56, where kob is the oxygen half-saturation constant for bacteria.

Mortality

Bacterial mortality, a process where carbon and nutrients are lost to organic
matter, di¤ers from the standard organism concept because it has both den-
sity dependent and independent mortality factors. The density independent
term is de�ned by a speci�c mortality rate

�
mdi
b

�
, while the density depen-

dent varies according to bacterial biomass variations. This term is used as
a simplistic approach to mortality by lysis caused by viral infection.

Because this is a density dependent process, a reference concentration
value must be de�ned (vmb ) and a speci�c density dependent mortality rate�
mdd
b

�
. The density dependent mortality depends on the actual bacterial

concentration; it will increase or decrease whether bacterial concentration
increases or decreases. The mortality caused by lysis is:

mlys
b = mdd

b :
Bc
vmb

(2.73)

To account also for the speci�c density independent mortality rate, total
mortality is assumed as the sum of the two mortality factors:

mb = m
di
b +m

lys
b (2.74)

Mortality products are partly dissolved and partly particulate, but the
fraction diverted to each group is not de�ned as a constant (like in pro-
ducers). Instead it varies around a de�ned value de�ned for POM fraction
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qrefb

�
, depending on the magnitude of the mortality caused by lysis. As

mortality caused by lysis increases, the fraction diverted to POM decreases.
This assumption is based on the fact that the result from cell lyses is mostly
DOM.

The dynamic POM fraction
�
qPOMb

�
is calculated by:

qPOMb = min

" 
1�

mlys
b

mb

!
; qrefb

#
(2.75)

The resulting fraction for each organic matter pool is calculated according
to:

BPOMm = mortb:q
POM
b

BDOMm = mortb:
�
1� qPOMb

� (2.76)

The carbon fraction of the resulting products from mortality will be fur-
ther divided in the labile and the semi-labile pool. The division for each pool
is controlled by the semi-labile dissolved organic carbon fraction parameter�
qDOMb

�
. The division of DOM is then calculated:

DOM pools =

24 BDOMsl
m = BDOMm :qDOMsl

b semi-labile fraction

BDOMl
m = BDOMm :

�
1� qDOMsl

b

�
labile fraction

35
(2.77)

2.4.4 Nutrient dynamics

The bacterial quota of a nutrient increases due to uptake and decrease due to
excretion. Because only carbon content takes part is respiration process, the
nutrient to carbon ratio will increase as a result of this process. As stated
before, it is assumed that bacterial nutrient sources can be both organic and
inorganic and so nutrient uptake follows two distinctive dynamics. Nutrients
acquired from DOM follows the dynamic of DOC �xation while the uptake
of inorganic nutrients depends on bacterial N:C and P:C ratios.

Assimilation and uptake

When bacteria consume DOM, the uptake of nitrogen and phosphorus
�
�DOMj

�
will depend on their actual carbon to nutrient ratios. This means that the
uptake of nutrients in the organic form is always a function of the consumed
amount of dissolved organic carbon and on its quality (N:C and N:P ratios):

�DOMj = assb:�
s
j ; j = n; p (2.78)

But the consumption of DOM is limited by bacterial nutrient quotas
so that it starts to decrease as the nutrient to carbon ratios gets closer to
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minimum values. The limitation to DOC consumption imposed by current
bacterial N:C and P:C ratios (
nut) is similar to the limitation by nutrients
in producers (see equation 2.16) but instead of the Red�eld ratio a minimum

value
�
�minj ; j = n; p

�
is used here.

The uptake of inorganic nutrients is calculated as a function of actual nu-

trient:carbon ratios and maximum and minimum ratios
�
�minj and �maxj , j = n; p

�
assumed for bacteria, which means that it is nutrient limited. In the inor-
ganic nutrient uptake, when the quota is near minimal, uptake is high, and
as the quota approaches a maximum, uptake ceases. The limitation for each
nutrient is determined as:


j = max

0@
�
�maxj � �j

�
�
�maxj � �minj

� ; 0
1A with j = n; p (2.79)

Besides these limitations, the uptake also takes into account the external
nutrient concentration of the nutrient and an a¢ nity for the nutrient source�
kn1b ; k

n2
b ; k

p
b

�
. For nitrogen, assuming no preference of one source, the

uptake is then:

�n1b = kn1b :
n: [NO3] :Bc for nitrate (2.80)

�n2b = kn2b :
n: [NH4] :Bc for ammonium (2.81)

For the phosphorus inorganic source, the uptake is:

�pb = k
p
b :
n: [PO4] :Bc (2.82)

Nutrient recycling

It is not assumed that decomposers recycle nutrients in the same way as
consumers. Bacterial mineralization only takes place if nutrient ratios go
above a speci�ed maximum, in a process similar to the one described for
both producers and consumers (eq. 2.39). Here the excreted amount is
de�ned by �bn for excess nitrogen and �

b
p for phosphorus. This assumption

in the parameterization re�ects the current opinion that the role of bacteria
in aquatic systems is more of sequestering rather than recycling nutrients
[18].

2.4.5 Bacterial mediated organic matter hydrolysis

Bacteria a¤ect the transformation of some components of organic matter
without necessarily incorporating carbon or nutrients in the process. This
happens through the action of exoenzymes released by bacteria to the sub-
strate. The result is that a fraction of POM and DOMsl are converted into
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Table 2.8: Parameters used in the decomposers module.
Symbol Parameter Reference Units
�maxn Maximum N:C ratio mmolN (mgC)�1

�minn Minimum N:C ratio mmolN (mgC)�1

�maxp Maximum P:C ratio mmolP (mgC)�1

�minp Minimum P:C ratio mmolP (mgC)�1

r10b Rest respiration @ ref temperature d�1

V maxb Maximum speci�c uptake @ ref temperature d�1

kDOMb Half saturation constant for DOM uptake (mgC)�1 m�3

assefnorm Assimilation e¢ ciency Dimensionless
asseflow Assimilation e¢ ciency @ low oxygen Dimensionless
Q10 Q10 value Dimensionless
qrefb Fraction of mortality products to POM Dimensionless

qDOMsl
b Fraction of DOM to semi-labile pool Dimensionless
mdd
b Density-dependent mortality rate d�1

mdi
b Density-independent mortality rate d�1

vmb Mortality density dependent concentration mgCm�3

kob Oxygen half saturation constant mmolO2m
�3

�ob Oxygen concentration below which ass = asseflow mmolO2m
�3

kn1b A¢ nity for NO3 (uptake rate) (mgC)�1 m�3 d�1

kn2b A¢ nity for NH4 (uptake rate) (mgC)�1 m�3 d�1

kpb A¢ nity for PO4 (uptake rate) (mgC)�1 m�3 d�1

V POMhyd Maximum rate for POM hydrolysis d�1

V DOMsl
hyd Maximum rate for DOMsl hydrolysis d�1

kPOMhyd POM hydrolysis half saturation constant mgCm�3

kDOMsl
hyd DOMsl hydrolysis half saturation constant mgCm�3
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DOM. This is a fundamental step in order to make these substrates avail-
able to bacteria. Even though the process of hydrolysis is slow, by adding
this process to the model, part of the organic matter that would be lost as
particles or refractory can enter the system again.

The parameterization used to the bacteria mediated hydrolysis of POM
and DOMsl is the same, a MMM kinetics limited by temperature (because
it is an enzymatic process) and by bacteria concentration. All components,
carbon and nutrients, are a¤ected by this transformation. The only parame-

ters varying between the equations are the maximum rate
�
V POMhyd ; V DOMsl

hyd

�
at which the reaction takes place and the semi-saturation constants

�
kPOMhyd ; kDOMsl

hyd

�
.

This process is then calculated for carbon as follows:

�ic = V
i
hyd

 
i

i+ kihyd

!
:
T :Bc with i = POM; DOMsl (2.83)

and for nitrogen and phosphorus as:

�ij = �
i
c:�

i
j with i = POMj ; DOMslj ; j = n; p (2.84)

2.4.6 Mass balance equations

The mass balance equations for the decomposer compartment are expressed
by:

@Bc
@t

= assb � respb � (mb:Bc)�GzcBc (2.85)

@Bn
@t

= �DOMn + �n1b + �n2b � (mb:Bn)� �bn �GzcBn (2.86)

@Bp
@t

= �DOMp + �pb � (mb:Bp)� �bp �GzcBp (2.87)

2.5 Biochemistry module

2.5.1 Background review

DOM modelling strategies

Because the bulk of DOM is still largely not characterized and its cycling is
poorly understood from a mechanistic perspective [122], the e¤ort to reduce
the complexity of DOM biogeochemistry to representative and quanti�able
structures in models is far from being an easy task. A diversity of ap-
proaches and model structures have been used over the last years, even with
the limitation imposed by the uncertainty about concentrations and many
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Table 2.9: De�nition of variables used in the decomposers module.
Symbol Variables Reference Units
Bc Decomposers carbon mgCm�3

Bn Decomposers nitrogen mmolN m�3

Bp Decomposers phosphorus mmolP m�3

asspotb Potential DOC uptake rate mgCm�3 d�1

assb Realized DOC uptake mgCm�3 d�1

respssb Standing stock respiration mgCm�3 d�1

respab Activity respiration mgCm�3 d�1

respb Total bacterial respiration mgCm�3 d�1

mlys
b Mortality rate caused by lysis d�1

mb Mortality rate d�1

qPOMb POM fraction from mortality products Dimensionless
BPOMm Mortality products to POM mgCm�3 d�1

BDOMm Mortality products to DOM2 mgCm�3 d�1

BDOMsl
m Mortality products to labile DOM mgCm�3 d�1

BDOMl
m Mortality products to semi-labile DOM mgCm�3 d�1

�DOMn Realized DON uptake mmolN m�3 d�1

�DOMp Realized DOP uptake mmolP m�3 d�1


o Oxygen limitation Dimensionless

p Nitrogen limitation Dimensionless

n Phosphorus limitation Dimensionless

nut Total nutrient limitation Dimensionless
�n1b NO3 uptake mmolN m�3 d�1

�n1b NH4 uptake mmolN m�3 d�1

�pb PO4 uptake mmolP m�3 d�1

�bn Excreted NH4 mmolN m�3

�bp Excreted PO4 mmolP m�3

�POMc Bacteria mediated POM hydrolysis mgCm�3 d�1

�DOMsl
c Bacteria mediated DOMsl hydrolysis mgCm�3 d�1
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key processes related with DOM production and consumption. Despite its
heterogeneous nature and the inherent di¢ culty in characterizing di¤erent
DOM compartments, models have categorized DOM in distinct classes in
order to distinguish materials with high turn over ratios from those that
accumulate and can potentially be exported.

For Kirchman et al. [114] models need to consider at least three DOC
pools because of their di¤erent roles in biogeochemical processes: (1) a la-
bile pool with turnover times of days or less, (2) a refractory pool with
extremely long turnover times, and (3) a �semi-refractory�pool that varies
on a seasonal time scale. Labile material is consumed rapidly (hours to
days), semi-labile material degrades on seasonal time scales, and refractory
material degrades very slowly and can even be biologically inert. Many eco-
logical models consider both labile and semi-labile DOM without assuming
this distinction as an analogy to monomers and polymers (e.g. [123, 124]).

Sometimes DOM is divided according to the molecular weight, more
precisely in polymeric and monomeric pools. According to Chróst [125], en-
zymatic hydrolysis is required so that high molecular weight organic matter
provides simple monomers that can be taken up by bacteria. The �HSB�
model [126] used this principle by including two polymeric pools, with fast
and slow rates of hydrolysis by bacterial ectoenzymes, which are converted
to a common monomeric pool that is consumed rapidly by bacteria. In this
case, when C:N ratio of monomeric substrates is poorly balanced, bacteria
take up ammonium and compete with phytoplankton for their nitrogen re-
quirements. Other authors (e.g. [114]) also proposed that considering two
distinct size fractions for DOM is a necessary condition to biogeochemical
models. This approach, however, has some problems because the correlation
between molecular weight and lability is weak in natural DOM. High mole-
cular weight material can be highly bioreactive, while the bulk of oceanic
DOM comprises small molecules that cycle slowly or are relatively unavail-
able to microorganisms [127, 104, 128].

The distinction between di¤erent kinds of DOM is important in most
biogeochemical models because it can be used to estimate the in situ con-
sumption of organic material and the export or sinking of the same. So,
while local heterotrophic bacteria can consume the labile pool and part of
the semi-labile DOM, because of its unavailability, refractory DOM can be
useful to determine the production fraction that either sinks or is exported.

Another problem raised in the process of DOM modelling is the dis-
tinction between DON and DOC. Both are linked in the ocean and even if
nitrogen-free DOC can exist, all organic compounds contain carbon and so
if there is DON, DOC must also exist. In order to overcome the di¢ culties
raised by assuming variable DOC/DON in models, two di¤erent approaches
can be used:

(1) Include DOC without associated DON. This approach can be
useful to simulate DOC accumulation and turnover. Because it neglects
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the role of DON in nutrient recycling, this approach does not permit ni-
trogen to enter slow-turnover DON pools, and may result in overestimation
of remineralization rates. A DOC-limited bacterial growth is assumed, and
nitrogen requirements are taken from the inorganic pool (nutrients).

(2) DOC and DON can be included as separate state variables al-
lowing dynamic C:N ratios. Models �tting in this category (e.g., [129, 72])
can perform a detailed examination of the roles of DOM in nutrient cycling
as well as accumulation and export of DOC and DON. One problem re-
lated with this kind of models is the complexity in the C and N interaction
parameterization.

Silica related processes

The cycle of silica in the water column essentially amounts to the produc-
tion of opaline silica by utilization of dissolved silicon in some phytoplankton
groups, and its dissolution following the death of organisms. So, the major
cycle of silicon involves only inorganic forms. The importance of the silica
cycle in aquatic systems lies in the fact that the growth of some plank-
ton groups like diatoms tends to be silicon limited. Diatoms are the most
abundant phytoplankton group making the silica biogeochemical cycle an
important factor in the control of marine productivity. Because diatom pro-
ductivity is frequently limited by the availability of dissolved silicon, this
group is usually the dominant phytoplankton group in locations where dis-
solved silicon is abundant. Without Si limitation, diatoms can out-grow
other phytoplankton groups because they assimilate nutrients faster than
other pelagic phytoplankton groups. In silica bearing organisms the Red-
�eld ratio is C105:Si40:N15:P1.

A great amount of all the silicon in the ocean is relatively inert because
it is in the form of a constituent of mineral silicates. The dominant dissolved
species of silicon at the usual pH and ionic strength of seawater is the silicic
acid (H4SiO4) and most of the dissolved silicon is supplied by the dissolution
of biogenic silica produced by phytoplankton (diatoms and silico-�agellates)
and protozoa (radiolaria). The dissolution of biogenic silica (BSiO2) is
described by:

BSiO2 + 2H2O �! H4SiO4 (2.88)

The most signi�cant mechanism involved in dissolved silicon removal
from the water is the formation of siliceous hard parts by living organisms.
Diatom productivity is also largely responsible for downward �uxes of bio-
genic silica. Silicon is removed from the surface layers of the ocean by the
deposition of organic material derived from primary production. As a con-
sequence, the biogenic silica constitutes a great percentage of the sediment
composition.

Both biogenic and abiogenic silica precipitation produces an amorphous
solid, called opaline silica, or opal. Due to its slow dissolution, silicon keeps
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sinking and is regenerated at much greater depths than are nitrogen and
phosphorus. For that reason the dissolved silicon concentration tends to be
higher in regions where wind-driven upwelling occurs because nutrient-rich
deep water is transported to the upper layers of the water column. When
compared to other nutrients, this poorer recycling e¢ ciency causes a greater
degree of vertical and horizontal gradients.

Nitri�cation

One of the things that make the nitri�cation process so important in the
study of water quality is that it causes oxygen depletion. Oxygen consumed
in nitri�cation is about 30% of the oxygen consumed in oxidation of pure
organic matter [37]. The way of modelling the nitri�cation process and
its impact in oxygen concentrations has evolved. Because of its shortcom-
ings, early attempts to model the impact of nitri�cation by way of using
nitrogenous biochemical oxygen demand (NBOD) have been abandoned.
This approach considered the total amount of oxidizable nitrogen as the
sum of organic and ammonium nitrogen. This quantity is called total Kjel-
dahl nitrogen (TKN) and can be determined by analytical measurements.
The search for a more e¢ cient way to achieve it has led to the development
of a more mechanistic approach that attempts to model organic nitrogen,
ammonium, and nitrate explicitly.

2.5.2 Basic module outline

The biochemistry module abridges reactions and processes that are indepen-
dent of any biological activity in the model (chemistry), but also processes
that are in�uenced to some extent by organisms (biology). A short descrip-
tion of the organic matter dynamics and compartments is also addressed.
Many processes and variables presented here have already been de�ned else-
where in the description of the model above, and so repetitions are mini-
mized. For a clear understanding of the innumerous sources and sinks in
the mass balance equations presented, a look at tables 2.3, 2.6 and 2.8 may
be helpful.

2.5.3 Organic matter

Organic matter is divided in two groups, particulate and dissolved, each
one of them with a carbon, nitrogen and phosphorus fraction. This two de-
trital pools abridge the broad categories of non-sinking OM (which largely
represents DOM and also colloidal small non-sinking POM), and of sinking
POM. Both forms of organic matter, dissolved and particulate, are prod-
ucts of excretion/lysis and mortality of organisms. The dissolved fraction
is divided in two subgroups, labile (DOMl) and semi-labile (DOMsl). It is
assumed that labile DOM has a very short turnover time, becoming fully
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Table 2.10: Parameters used in the biochemistry module.
Symbol Parameter Refrence Units
knit First-order nitri�cation inhibition coe¢ cient lmg�1

Irefnit Light intensity threshold for nitri�cation Wm�2

�nl Nitri�cation rate d�1

s Biogenic silica dissolution rate d�1

�o:c Carbon-to-oxygen conversion parameter mgO2 (mgC)
�1

�o:n Nitrogen-to-oxygen conversion parameter mgO2 (mgN)
�1

available as substrate for bacteria within a short time after being produced.
Nonetheless, it still can accumulate over time under favorable conditions.
All organic matter components are parameterized by several state variables,
one for each element. Taking labile dissolved organic matter as an example,
we have DOCl, DONl and DOCl.

Particulate organic matter, commonly referred as detritus, is assumed to
be the particle part of excretion products, leftovers from sloppy feeding and
a fraction of the remains of dead organisms. This organic matter component,
de�ned by three state variables, has a variable C:N:P ratio and is available
for the degradation by the action of bacterial enzymes. The use of POM by
bacterioplankton is de�ned in two steps: �rst POM is converted to DOM by
enzymatic action and only them can it be consumed (see extended rationale
on the Decomposer module section). Finally, a state variable is also used to
address biogenic silica.

2.5.4 Nitrogen

Besides all the nitrogen dynamics induced by biological mediated processes,
the model also considers the nitri�cation process. Assuming �rst-order ki-
netics, the nitri�cation process can be written as a series of �rst-order reac-
tions. However, the two-step process of conversion of ammonium in nitrate
is parameterized as having one step only. The two steps of the nitri�cation
process are not actually represented here because nitrite is not de�ned as a
state variable in the model. So, the rate used to de�ne nitri�cation must
take this assumption into account. The actual process of conversion of DON
to ammonium is parameterized in detail in the decomposers module.

Some models (e.g. [32]) impose nitri�cation to occur only at low light
levels (radiation < 4:0Wm�2 averaged over the mixed layer) corresponding

to winter conditions at high latitudes. Here a reference light intensity
�
Irefnit

�
can be de�ned, acting as a threshold above which the nitri�cation process
stops. Nitri�cation (�am) is then de�ned by:

if I0 � Irefnit then �am = �nl:f
o
nit: [NH4] (2.89)
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with �nl as the nitri�cation rate.
The use of an explicit simulation of the nitri�cation process can be real-

istic when compared to other modelling methods lacking this process. But
it has some de�ciencies nevertheless. The simple use of a rate to account for
the nitri�cation does not consider the importance of limiting cofactors. And
this is especially important for oxygen concentration in water, because the
nitri�cation process depends on its availability. One way to minimize this
shortcoming involves the inhibition of the reaction due to depressing oxygen
levels. To achieve this, a limiting factor (fonit) is multiplied by the rate:

fonit = 1� e�knitO (2.90)

where O is the oxygen concentration and knit the �rst-order nitri�cation
inhibition coe¢ cient. This factor is close to 1 for dissolved oxygen concen-
trations greater than 3 mgL-1. At lower levels the factor approaches a linear
relationship. Thus as oxygen approaches zero, nitri�cation shuts down and
eventually will be completely inhibited at zero oxygen concentration. With
the adopted methodology, nitri�cation inhibition is then a function of both
light intensity and dissolved oxygen.

2.5.5 Silica

Besides the silica quota in each silica-dependent producer compartment,
there are two pools of silica in the model: dissolved silica [DSi] and bio-
genic silica [BioSi]. Dissolved silica is frequently referred as silicate acid and
so both terms are used here. Biogenic silica or silicate results from the pro-
duction of fecal pellet (Gzs) from all organism feeding upon silica-dependent
producers. Unlike other nutrients, silica is not assimilated by grazers and
so the fraction of silica in the ingested amount is excreted directly to the
detritus silica pool in water in the form of silicate. Another source of silicate
in water results from the death of silica-dependent producers.

The other pool, with dissolved silica, is consumed by phytoplankton and
is produced as a result of biogenic silica dissolution in water. This process
is modeled as:

�s = s: [BioSi] (2.91)

with s as the biogenic silica dissolution rate.

2.5.6 Oxygen

Biological activity accounts for both oxygen consumption and production.
While consumers and decomposers groups only consume oxygen from the
surrounding water, producers also have the ability to produce oxygen through
photosynthesis. The photosynthetic reaction (eq. 2.8) is characterized by
the consumption of carbon dioxide, nutrients and water to produce organic
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Table 2.11: Variables used in the biochemistry module.

Symbol Variables Units

�am Nitri�cation mmolN m�3 d�1

fonit Oxygen limiting factor for nitri�cation Dimensionless
�s Biogenic silica dissolution mgCm�3 d�1

tissue and water. During this process the organism produces energy and
releases oxygen. According to the photosynthesis simpli�ed equation, for
every mole of reduced carbon, a mole of oxygen is produced. The inverse
occurs in the respiration process.

In order to calculate the amount of oxygen released or consumed from
respiration or production rates, a carbon-to-oxygen conversion parameter is
needed. A nitrogen-to-oxygen conversion ratio is also used to account for
the oxygen de�cit caused by the nitri�cation process. Both parameters are
unit speci�c so they must be changed according to the unit system de�ned
by the input values.

In the general equation for dissolved oxygen balance (eq. 2.107) a carbon-
to-oxygen ratio (�o:c) is multiplied to account for the unit di¤erence. Also a
nitrate-to-oxygen ratio (�o:n) is multiplied by the nitri�cation rate to account
for the de�cit caused by nitri�cation.

When default units are used, both ratios (�o:c) must be multiplied by
10�3 to account for the unit di¤erence in the volume (because oxygen is
quanti�ed in l�1 while carbon and nitrogen are in m�3). The nitrogen-to-
oxygen then becomes 0.0588 mgO2 l�1

�
mmolN m�3

��1.
2.5.7 Mass balance equations

Carbon

@DOCl
@t

=
h�
PDOMc + PDOMm

�
:'lP

i
:Pc +

�
ZDOMc + ZDOMm

�
:Zc +

BDOMc :Bc � assb + �DOMsl
c + �POMc (2.92)

@DOCsl
@t

=
h�
PDOMc + PDOMm

�
:'slP

i
:Pc +B

DOMsl
c :Bc � �DOMsl

c (2.93)

@POC

@t
=
�
PPOMc + PPOMm

�
:Pc+

�
ZPOMc + ZPOMm

�
:Zc+B

POM
m :Bc��POMc

(2.94)
@CO2
@t

= (res� ass) :Pc + respz:Zc + respb (2.95)
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Nitrogen

@DONl
@t

=
�
PDOMm :'lP

�
:Pn +

�
ZDOMe + ZDOMm

�
:Zn +

BDOMm :Bn � �DOMn + �DOMsl
n + �POMn (2.96)

@DONsl
@t

=
�
PDOMm :'slP

�
:Pn � �DOMsl

n (2.97)

@PON

@t
= PPOMm :Pn +

�
ZPOMe + ZPOMm

�
:Zn +B

POM
m :Bn � �POMn (2.98)

@NO3
@t

= ��phyn1 � �bacn1 + �am (2.99)

@NH4
@t

= �phyn � �phyn2 + 'n +G
rec
n � �bacn2 + �bacn � �am (2.100)

Phosphorus

@DOPl
@t

=
�
PDOMm :'lP

�
:Pp +

�
ZDOMe + ZDOMm

�
:Zp +

BDOMm :Bp � �DOMp + �DOMsl
p + �POMp (2.101)

@DOPsl
@t

=
�
PDOMm :'slP

�
:Pp � �DOMsl

p (2.102)

@POP

@t
= PPOMm :Pp +

�
ZPOMe + ZPOMm

�
:Zp +B

POM
m :Bp � �POMp (2.103)

@PO4
@t

= �phyp � �phyp + 'p +G
rec
p � �bacp + �bacp (2.104)

Silica
@DSi

@t
= �s � �phys (2.105)

@BioSi

@t
= Gzs +mort:Ps � �s (2.106)

Oxygen

@O2
@t

= �o:c:

"
nX
i=1

(assn � resn) :Pnc �
nX
i=1

resnz :Z
n
c � respb

#
� �o:n:�am

(2.107)
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Chapter 3

Assessing model performance

3.1 Introduction

Before any implementation to real scenarios, the model must be subjected
to a number of tests to ensure that it is mathematically correct, and to check
if it is able to describe the processes for which it was conceived. Some of
these tests are: (a) simple long time runs to assess model stability over time
and its capacity to converge to a repeating cycle; (b) mass balance checks
over the whole period of simulation; (c) to ensure that the model operates
under a wide range of conditions, testing its robustness with di¤erent initial
conditions, forcing conditions and loading scenarios. In the present chapter,
some of these considerations are addressed and some common techniques
are used to test the model. It starts by analyzing model functions response
to di¤erent sets of variables and parameters, discussing the results, followed
by a test of model stability with a long time run. Then, the sensitivity to
parameters and initial conditions is checked. In the process, model perfor-
mance is checked against its own development guidelines, to see if it is able
to address all the proposed processes, even if only from a theoretical point
of view.

3.2 Function plots

Assuming one process p which can be a function of several parameters,
forcing functions or other processes, p = f(c; T;Q), the best way to visualize
the dependence of this particular process solution on a set of parameters
or over a range of a particular parameter values is by developing a plot
of p versus c; T or Q. Prior to any assessment of model performance, these
plots give an insight into the functional responses to di¤erent parameter sets
of conditions. Despite its static nature, this analysis helps to understand
the model outcome in dynamic simulations. For simplicity, plot results are
divided by modules even though some processes are similar for more than

75
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one module (e.g., temperature limitation).

3.2.1 Producers

The model has two distinct ways of calculating the temperature dependence
of growth and of other physiological functions (equations 2.17 and 2.18).
They have been implemented given the wide acceptance both have in liter-
ature. The di¤erence between the two methods is portrayed in �gure 3.1
(where "method 1" and "method 2" re�ect equations 2.17 and 2.18, respec-
tively). The methods have di¤erent performances, with method 1 having
higher values, i.e., imposing a lower dependence from temperature. None
of the methods assumes an optimum temperature for growth, hence result
values increase with increasing temperature in both methods. At 30 �C, the
de�ned reference temperature, both methods achieve no limitation (
T = 1).
While having a 2 fold di¤erence in results at 0 �C, estimations converge as the
temperature increases. The choice of the temperature dependence method
thus, greatly a¤ect model results. As a general rule, however, as temperature
increases, so will the rates of each temperature-dependent processes.

Nutrient limitation is a function of internal nutrient quotas (�gure 3.1).

As such, when nut:C ratios are near the minimum de�ned value
�
�minj

�
,

limitation is more severe and total limitation (
j = 0; j = n; p) occurs when
�j = �

min
j . The Red�eld ratio is the threshold for nutrient limitation, and

so �j > �Rj means no limitation to growth from nutrients (
j = 1). Even
though there is no nutrient limitation when quotas go above the Red�eld

ratio
�
�Rj

�
, a maximum ratio has to be de�ned. This higher ratio allows

nutrient storage, sometimes referred as luxury uptake. Whenever ratios
go above the maximum ratio, excretion will occur and the excess nutrient
is released in a mineral form (ammonium or phosphate). Note that the
normalized N:C ratio is used instead of real ratio values (x axis, �g.3.1). In
this scale we have in the lower extreme the value 0 with the meaning that the
actual quota equal the lower nut:carbon value de�ned, while on the other
extreme we have 1 which means that the actual ratio is at its maximum
value. This approach was chosen to facilitate the perception of full quota
percentage.

Unlike nitrogen and phosphorus limitation, silica limitation in silica-
dependent organisms is not a function of internal quotas but rather of the
ambient silicate concentrations because there is no mechanism for luxury
uptake of silicate. Being governed by MMM kinetics, silica limitation (�g-
ure 3.2A, considering ks = 0:3 mmolSim�3) doesn�t vary linearly with
dissolved silicon abundance in water. As silicon concentration drops below
2 mmolSim�3 limitation values decrease dramatically, which means that
the producer growth becomes silica limited. Above this concentration, lim-
itation values tends to 1 implying that no limitation is imposed by silica
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Figure 3.1: Temperature and nutrient limitation response. "Method 1"
and "Method 2" addresses di¤erent ways by which the model quanti�es
temperature limitation (see text for details). Ratios in nutrient limitation
refers to the prede�ned range of values: half the Red�eld ratio, Red�eld
ratio, and twice the Red�eld ratio. For simplicity only N:C ratio is presented.

shortage.
Silica quotas, however, a¤ects the silica �ux in the producer. The �ux

can be positive, meaning silica uptake whenever conditions are met for it to
occur

�
assnet > 0

�
, or negative, meaning silica excess release when �s > �

R
s .

Given silica dynamics parameterization (eq. 2.40), its quotas only a¤ects sil-
ica excretion, silica uptake being only a function of net assimilation

�
assnet

�
.

The dynamics of silica �ux, illustrated in �gure 3.2B (with assnet = 1:5,
rs = 1), is a function of Si:C (�s). The dotted line shows the Red�eld ratio
for silica, while the dashed line sets the boundary between silica uptake and
excretion. As can be seen, while �s < �Rs there is no excess silica release
and so silica �ux is positive and constant. From the point where �s > �

R
s ,

as silica quota increases the amount of excreted silica excess
�
�Rs � �s

�
will

also increase, and the net �ux will decrease, despite assnet may stay con-
stant. Finally, there will be a speci�c quota value (around 0.075, for the
values combination presented here) where �ux is 0 (uptake = excretion),
and above which excretion will be higher than uptake and the resulting sil-
ica �ux will be negative. This happens when, among other factor, external
silica is not limiting growth.

The in�uence of di¤erent parameter values on the photosynthesis rate
(eq. 2.20) is presented in �gure 3.3. A detailed analysis of this parameter-
ization can be found in the Geider et al. papers [64, 65, 41], and so only
a brief analysis is presented here. Assuming all other parameters constant,

photosynthesis rate
�
P photc

�
increases linearly with the increase of temper-

ature dependence (
T ), as shown in �gure 3.3A. This re�ects the in�uence
of 
T in photosynthesis maximum rate calculation, Pmaxc = rass:
T . When



78 CHAPTER 3. ASSESSING MODEL PERFORMANCE

there is no limitation from temperature (
T = 1), P
phot
c will be regulated

by other processes and parameters like light availability (Io), Chla:C ratio
(�chl) and the chlorophyll light absorption coe¢ cient

�
�chl

�
. It is also pos-

sible for temperature to increase the maximum photosynthetic rate (rass)
when 
T > 1 using the Q10 approach. Conditions for the results presented
in �gure 3.3A are rass = 2:5, �chl = 3:0025, Io = 200, and �chl = 0:01.
Unless stated otherwise, the same values were used for plot B and C.

The direct in�uence of �chl and Io on photosynthesis can be seen in �g-
ure 3.3, plots B and C. By assuming that photosynthesis rate is proportional
to chlorophyll amount in the cell, expressed by �chl, the model estimates a
faster increase in photosynthesis rate as chlorophyll quotas becomes higher
(plot B). This simulates a simple functional response determined by the
higher amount of photosynthetically active pigments. When the Chla:C ra-
tios are low (Chla:C=0.005), higher radiation levels (above 600 Wm�2 in
this particular case) are necessary to achieve the maximum photosynthe-
sis rate (Pmaxc ). Conversely, this rate is achieved at lower radiation levels
(around 100 Wm�2) when chlorophyll quota is high (Chla:C=0.02). Even-
tually, photosynthesis rate will stabilize, constrained by its parameterization,
even if radiation continues to increase, leading to P photc = Pmaxc . The same
principle is illustrated in plot C, but this time with P photc plotted against �chl.
It is possible to conclude that when light radiation is su¢ ciently high P photc

tends to Pmaxc , even at low �chl. Another relevant aspect is that the model
photosynthesis parametrization is more sensitive to �chl at low radiation
regimes. Photoacclimation imposes a down regulation of pigment content
under high irradiance regimes, but also implicitly allows phytoplankton to
maximize growth under unfavorable conditions like low irradiance. Based
on observations for minimal Chla turnover in phytoplankton reported by
several authors, Geider et al.[41] assumed the rate of Chla degradation to
be proportional to the Chla concentration. However, in the present study
this rate is assumed to be zero, an assumption based on previous works from
these authors [65].

Photosynthesis is determined by Chla cell concentration, given that it is
the Chla molecule which is responsible for the conversion of radiant energy
into chemical energy (usually stored in the form of simple sugars). For this
reason, photosynthesis is closely coupled to Chla:C ratios and therefore de-
pendent on the Chla synthesis. Chla production (Pac, eq. 2.43) is mediated
by a regulation term (�chl, eq. 2.42) which is controlled by the light inten-

sity (Io), the photosynthesis rate
�
P photc

�
, and Chla:C ratio (�chl:c). The

Chla regulation dependency on irradiation is shown in �gure 3.4A (with
P photc = 2:5, �chl:c = 0:02, �maxchl:n = 3, �chl = 3:0025), where it is clear
it decreases strongly with increasing light intensity. The same happens in
relation with the increase of �chl:c, as portrayed in �gure 3.4C. This adap-
tational mechanism of Chla synthesis regulation allows Chla production as
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dependence on silica quotas.
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Figure 3.4: Variation of factors in�uencing Chlorophyll a production dy-
namics: (A) Chla synthesis regulation as a function of light intensity; (B)
Chla synthesis rate dependence on total nitrogen uptake; and (C) Chla reg-
ulation and synthesis for a range of Chla:C ratios.

C �xation occurs through photosynthesis, but slows Chla synthesis as �chl:c
increases, acting as a control on �chl:c variation. Another aspects of this
mechanism is the inverse response to light availability, which leads to higher
Chla production (imposed by higher values of �chl) to compensate for lower
light levels. Because at high light intensity levels, less Chla is needed to
convert the same amount of energy, the regulation term becomes low and as
a response Chla production is reduced. Another factor controlling Chla syn-
thesis is the nitrogen uptake, as presented in �gure 3.4B (with �chl:c = 0:02,
�chl = 3:0025). As mentioned before, this simulates the need for this element
in the production of proteins in the light harvesting complexes in the Chla
molecule. Finally, �gure 3.4C (for upn = 0:5, �chl = 1 in the calculation of
the Chla synthesis rate) relates both terms of Chla dynamics with �chl:c.
Unlike models with a static Chla:C ratio (usually with no parameterization
for Chla), this approach to Chla cell variable content enables the model to
respond to di¤erent biotic and abiotic conditions, rendering the model more
versatile and generic.

Several processes depend on the photosynthesis rate, one of them being
the exudation rate of carbon (eq. 2.21). However, this particular process
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Figure 3.5: Exudation rate of carbon as a function of nutrient limitation
(A), and its dependence on photosynthesis rate and nutrient limitation (B).

is also controlled by the nutrient status of the cells. The relation between
theses processes is presented in �gure 3.5 (with �ex = 0:2). It is possible to
verify that as stress induced by nutrient shortage increases, the exudation
rate of C also increases. Contrary to this, lower stress of higher nutrient
quotas means less C excreted because it is used to build biomass (illustrated
in �g.3.5A, where P photc = 2:5). In �gure 3.5B it is possible to see the relation
between exudation rate, photosynthesis rate and nutrient limitation. The
increase of photosynthesis rate is re�ected in the increase of exudation rate
because a �xed fraction (�ex) of assimilated carbon is diverted to exudation
products. But since this process is in�uenced by nutrient limitation, the
state of nutrient quotas will also mediate C exudation. So, this amount
becomes inversely proportional to the nutrient quotas; the lower the nutrient
quotas, the higher the exudation of C.

As nutrients become non-limiting (
nut = 1) ; exudation becomes P
phot
c :�ex,

so the fraction of exuded C is always a function of P photc and its magnitude
de�ned by the exudation rate (�ex). In the opposite scenario (
nut = 0) we
will have exu = P photc , meaning that all carbon �xated by photosynthesis is
exuded. This regulatory mechanism prevents the enhancement of nutrient
limitation by avoiding any more carbon �xation that might lead to lower
nutrient:C ratios.

Subtracting the exuded fraction of C from the photosynthetically �xated
(assimilated) fraction we have the �xed C

�
assinc, see equations 2.22 and 2.23

�
.

Ultimately, the balance between this �ux of carbon and respiration will de-
�ne the net primary production

�
assnet

�
. The respiration rate (eq. 2.24)

comprises two terms, basal respiration as a function of temperature and ac-
tivity respiration as a function of assimilated carbon, and their relation is
portrayed in �gure 3.6A (with rbas = 0:15, qres = 0:1). In the basal respira-
tion component, as temperature rises, basal respiration will become higher
expressing high metabolic rates induced by temperature. When 
T = 1
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the basal respiration will have the same value as the parameter expressing
the basal respiration rate

�
rbas

�
. When using the Q10 method for tempera-

ture limitation estimates this term of the respiration equation may become
higher than rbas (if 
T > 1). Activity respiration will increase with the
increase of assinc, reduced by qres that re�ects the fraction of assimilated C
that is respired. The overall result, illustrated in �gure 3.6A, is an increase
in the respiration rate imposed by an increase in both temperature and C
assimilation.

Producers natural mortality (eq. 2.25), or non-grazing related mortality,
is only a function of a �xed minimum lysis rate

�
rlys
�
and nutrient cell quo-

tas. As such, the realized lysis rate (lys) only varies in response to nutrient
limitation variation; nutrient shortage contributes to higher mortality rates.
Figure 3.6B shows how the minimum lysis rate and the nutrient limitation
in�uence the mortality rate. In extreme cases, with acute nutrient limitation
(
nut = 0) there will be a tenfold increase in rlys expressing high mortality
induced by cell lysis resulting from nutrient de�ciency. When nutrient quo-
tas are full (
nut = 1) the lysis rate will reach its minimum value, closer to
rlys.

The organic matter pools where the mortality products are routed also
depends on cell nutrient quotas. Part of the products, controlled by qPOM

(eq. 2.26), goes to the POM pool, while the rest is diverted to DOM. A
fraction of intercellular nutrients are used to build biomass, but having the
ability for luxury uptake, the excess or stored nutrients are kept in the cy-
toplasm. Hence, the closer the actual nutrient ratio will be to the maximum
quota (normalized Nut:C closer to 1), the lower will be qPOM which means
that a greater fraction of mortality products will be routed to the DOM
pool (illustrated in �g. 3.6C). This way stored products inside the cell will
be converted to DON and DOP. At around the Red�eld ratio (pointed out
in the graphic) the fraction for each organic matter compartment will be
equal.

As with other physiological responses governed by nutrient limitation,
sinking rate (�p, eq. 2.29) is also determined by nutrient content status.
Increased nutrient stress (low Nut:C ratios) will cause the producer to sink
faster, as can be seen in �gure �g. 3.6D (with �strP = 5, �mP = 0). The
nutrient stress threshold

�

sednut

�
sets the value below which sinking will

start to occur. The higher this value, the sooner the organisms will start
to sink when the Nut:C starts to drop (�g. 3.6D). So whenever 
sednut >

nut, the organisms will start to sink, the speed also being determined by
the reference sedimentation rate (�mP ) and the nutrient stress sedimentation
rate

�
�strP

�
. In cases where 
nut > 
sednut, the sinking speed will assume the

�xed value of the �xed reference sedimentation rate (�p = �mP ).
Nutrient uptake dynamics is regulated by external availability and in-

ternal cell quotas. Since external nutrient concentration control on uptake
is de�ned as a linear relation, it will not be addressed here. But unlike this
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Figure 3.6: Assorted functional response plots for producers: (A) respiration
rate as a function of temperature limitation and C assimilation; (B) lysis
(mortality) rate as a function of nutrient limitation and for di¤erent values
of minimum lysis rate; (C) fraction of POM as a function of nutrient cell
quota; and (C) sinking speed as a function of nutrient limitation and for
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Figure 3.7: Nutrient cell quota and net production in�uence on nutrient
uptake �ux.

control, the constraints on nutrient uptake imposed by cell quotas (eq. 2.31)
is rather complex, depending on photosynthesis net production

�
assnet

�
and

on nutrient internal status
�
�j
�
. The nutrient uptake process accounts for

the amount of nutrients needed for growth, the nutrient equivalent for the
amount of C �xed, and a quantity for storage. This last quantity of nutrient
depends on the actual nutrient quota. Figure 3.7 (with Pc = 50, Qmax = 1,
and �maxj twice the Red�eld ratio) illustrates the in�uence of both net pro-
duction and nutrient quotas on N uptake �ux. Higher N uptake �uxes are
observed when net production is higher, a response from the growth term of
the nutrient uptake equation. This is a compensating mechanism to main-
tain nut:C ratios at its maximum.

The storage term, however, will tend to zero at nutrient quotas near
the de�ned maximum, as is visible in �gure 3.7 where nutrient uptake de-
creases as the normalized nut:C increases. This happens because as inter-
nal nutrient quotas are being �lled, lesser amounts of nutrients are needed
for storage. So, when �j = �maxj , the quota is full and storage stops,
the uptake being assnet:�maxj only used for growth. If assnet = 0, when
a balance is reached between incorporated and respired carbon, nutrient
uptake is de�ned by storage needs, unless �j = �maxj , when all nutri-
ent uptake ceases. Eventually nutrient uptake �ux may become negative�
e.g., assnet < 0 when resp > assinc

�
, implying a loss of nutrient from the

cell. To avoid computation problems, this negative �ux is not accounted
for in the code, and instead a nutrient excretion process is used to release

excess nutrient
�
if �j > �

max
j

�
.

3.2.2 Consumers

Unlike producers and decomposers that have the ability to sequester nutri-
ents in mineral or inorganic forms from the surrounding water, consumers
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have to ingest them in organic forms. Only this way they acquire nutrients
to build biomass and for proper cell function. But consumers are similar to
decomposers in that both depend on organic matter as a C source, whereas
producers depend on carbon dioxide. Through grazing, consumers ingest
living organic matter, thus depending on this substrate for both nutrients
and carbon. The model de�nes grazing according to MMM dynamics, and
in this sense the grazing rate (eq. 2.50) is a function of prey availability
(�z), half-saturation concentration (kz) and maximum speci�c uptake rate
(V maxz ). Because it is a process controlled by a physiological response, it is
also dependent on water temperature. Assuming no temperature limitation
(
T = 1), and a �xed half-saturation constant (kz = 80), the grazing rate
increases with increasing abundance of prey, as it is depicted in �gure 3.8A.
In the same �gure it is also possible to notice the e¤ects of V maxz on the
grazing rate. As prey concentration increases, �z= (�z + kz) tends to one,
and the grazing rate tends to stabilize at Gz �= V maxz .

The initial slope of the response curve is controlled by kz, and so, in-
dependently of V maxz the sharper increase in grazing rate is observed when
�z < kz. The in�uence of kz on grazing rate at di¤erent values of V maxz

is presented in �gure 3.8B (for 
T = 1 and �z = 80). Higher kz values
means lower grazing rates inasmuch this parameters de�nes the inverse of
the a¢ nity to the substrate; low kz re�ects high a¢ nity to the food source.
At an hypothetical absolute a¢ nity for a food source, kz = 0, Gz would be
de�ned as V maxz :
T , meaning that consume would occur at the maximum
rate with temperature controlling the magnitude of the rate. However, this
kind of uptake dynamics is more likely to be found in bacteria and not in
zooplankton.

Respiration and excretion (equations 2.53 and 2.54, respectively), are
linked in consumers parameterization because they are controlled by the
same set of variables and parameters, namely the uptake rate or grazing

(Gz), the assimilation e¢ ciency
�
asseffz

�
, and the excreted fraction of non-

assimilated carbon uptake (�naz ). Given that the last two parameters are
static (i.e., they are de�ned by the user and do not change during the sim-
ulation), grazing becomes the major variable controlling respiration and
excretion. Together with grazing, temperature limitation also controls res-
piration which is divided in two components: activity respiration (respaz)
dependent on grazing, and basal respiration (respssz ) dependent on temper-
ature. From this, it is possible to conclude that the contribution of respssz to
the total respiration rate varies according to the external temperature. In
the example shown in �gure 3.9A (with Gz = 2, �naz = 0:5, and asseffz = 0:5)
it is possible to see such in�uence for di¤erent values of the reference rest res-
piration at 10 �C

�
r10z
�
; the higher r10z is, the higher the respiration rate will

be. At low temperatures respssz contribution is reduced, while at 
T = 1
it achieves it maximum, respssz = r10z (not clear in the plot A because it
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depicts total respiration rate and not respssz alone).
The dynamics of the activity respiration term in the respiration rate

equation is more complex, despite the linear dependence on every parameter.
The lower asseffz and �naz are, the higher the activity respiration will be,
contrary to the contribution of grazing to respiration, as represented in �gure
3.9B (for r10z = 0:02, 
T = 1, �naz = 0:5, and asseffz = 0:5). Considering an

hypothetical scenario of total assimilation of grazed carbon
�
asseffz = 1

�
or

of total excretion of the non-assimilated fraction of carbon (�naz = 1), one
would have no activity respiration (respaz = 0). So, respiration would only
be a function of temperature, respz = respssz . The parameter �

na
z is the

controlling (partitioning) factor of the destiny of non-assimilated carbon;
�naz = 0:5 implies the same amount of diverted to respiration and excretion,
�naz > 0:5 means more carbon excreted than respired activity respiration,
excz > resp

a
z , and �

na
z < 0:5 the opposite scenario.

Together with grazing, mortality represents the last loss term of carbon
in consumers. A particular consumer group can predate on other groups
and on themselves, the parameterization used to address this process being
the same as for grazing on producers and decomposers. In this process,
the loss of carbon and nutrients is dependent on the grazing pressure by
predators. Non-grazing mortality (mortz), on the other hand, is de�ned
by the characteristics of each group (namely by the oxygen-dependent, mo

z,
and temperature-independent, mti

z , mortality rates), the only external factor
in�uencing it being the oxygen limitation (
o). According to the mortality
parameterization (eq. 2.55), the dissolved oxygen concentration on water
determines the overall mortality rate as shown in �gure 3.10A (mti

z = 0:05),
where the mortality rate is calculated for di¤erent combinations of 
o and
mo
z. High values of 
o re�ect more oxygen on water and, as a consequence,

a lower mortality rate. Whenever dissolved oxygen is enough not to impose
any limitation (
o = 1), there is no mortality induced by low oxygen stress,
and mortality equals the temperature-independent mortality rate, mortz =
mti
z . The dependence on dissolved oxygen concentration is parameterized

in a MMM fashion (eq. 2.56), controlled only by an half-saturation value
for oxygen (koz). In �gure 3.10B the oxygen limitation factor dependence on
dissolved oxygen concentration is illustrated at di¤erent values of koz .

The nutrient dynamics in consumers are of particular relevance given
their crucial role in the mineralization of organic matter in aquatic systems.
As stated before, the model assumes that nutrient �xation by consumers is a
function of their own Nut:C actual quotas

�
�j
�
and their range of minimum

and maximum allowed quotas
�
�minj and �maxj

�
. And its the relation be-

tween these variables and parameters (equations 2.60 and 2.61) that de�nes
the �ux of assimilated and recycled fraction, as illustrated in �gure 3.11.
When consumers are severely limited by nutrients (�j approaching �

min
j ),

the proportion of assimilated nutrients will reach its maximum, whereas,
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Figure 3.8: Consumer�s grazing dynamics. In�uence on grazing rate of: prey
concentration and maximum speci�c uptake rate (A), and half-saturation
concentration (B).
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when �j approaches �
max
j , nutrients are no longer limiting and assimilation

tends to zero while the recycled fraction will reach its maximum. Even-
tually, at nut:C ratios below �minj all nutrients are assimilated, while at
ratios above �maxj all nutrients are recycled or mineralized. So, whenever
�j > �

max
j , nutrient sequestering stop and all nutrients consumed by grazing

are diverted to the recycled pool, being excreted in their inorganic forms.
As nutrients become limiting for predators, the actual scheme implies that
the rate of recycling decreases. Under these conditions, the organisms se-
quester the nutrient in order to restore the quotas. The opposite happens
when nutrients are in excess and nutrients are diverted or recycled to the
inorganic nutrient pools.

Zooplankton has been reported to have a rather rigid elemental stoi-
chiometry [130], thereby justifying the assumption of consumer homeostasis
common in many models. Using the model capability to de�ne minimum and
maximum nutrient quotas it is possible to implicitly impose this homeostasis
by decreasing the range of variation in consumers stoichiometry. However,
this capability renders the model more versatile, especially in the microbial
loop related processes like mineralization. This parameterization of nutri-
ent mineralization by consumers di¤ers somehow from the one proposed by
Baretta-Bekker et al. [28] in ERSEM because it allows recycling even when
nutrient quotas are below the maximum. The simple excess release of a
nutrient when quota rises above the maximum presented in other models
implies a longer sequester period and those groups feeding on organisms
with similar nutrient quotas will have a lesser contribute to the mineraliza-
tion process. This approach is based on the stoichiometric axiom that as
a nutrient element becomes limiting its excretion by the consumer tends to
zero, in which case assimilated material would be exclusively used for new
biomass [131].
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3.2.3 Decomposers

Decomposer dynamics follows in many aspects some of the processes al-
ready described for producers and consumer. For that reason they will not
be presented again. However, decomposers have one distinct process that
is not shared with any other group, namely the mortality dependency on
population density (equations 2.74 and 2.73). This parameterization of de-
composer mortality was adopted because of the mounting evidence linking
bacterioplankton mortality in natural systems with their abundance. In this
context, bacterial infection by virus has been hypothesized as a natural con-
trol mechanisms. In the model, besides the density-independent mortality
rate

�
mdi
b

�
, total mortality (mb) is also determined by a term accounting

for lysis
�
mlys
b

�
. This in turn is de�ned by a constant density-dependent

mortality rate
�
mdd
b

�
, a reference bacteria density (�mb ), and varies according

to the actual decomposers concentration at any given time (Bc). Because
it is assumed in the model that lysis increases linearly with the increase of
population biomass, decomposers mortality also increases linearly as a con-
sequence. This dependence of both rates on bacterial biomass is depicted
in �gure 3.12A (mdi

b = 0:05 and �
m
b = 50). Because here m

di
b is assumed to

be relatively low, total mortality rate is slightly higher than lysis rate. It is
possible to notice that when Bc = �mb , m

lys
b = mdd

b , so at any double of Bc,
lysis rate will also double.

The lysis rate also a¤ects the �nal products of mortality through the ratio
mlys
b =mb, as de�ned in equation 2.75. An increase in the lysis rate, re�ecting

an increase in decomposers concentration, leads to a decrease in the fraction
diverted to POM

�
qPOM

�
. In �gure 3.12B (qref = 0:4), the dashed vertical

line is set where lysis rate is high enough to a¤ect (decrease) the fraction of
mortality products that goes to POM (when lysis=mortality = 0:6). The

threshold is set by 1 � mlys
b
mb

= qref , so whenever m
lys
b
mb

> 1 � qref , the POM
fraction decreases. below this threshold, the fraction that goes to POM
assumes the value of the reference fraction

�
qPOM = qref

�
, while above, as

lysis rate increases, more products are released to the DOM pool, as observed
in natural bacterial populations under viral attacks.

Nutrient dynamics in decomposers are very similar to nutrient dynamics
in producers, the only major di¤erence being the acquisition method, given
that decomposers can complement nutrient uptake by consuming them from
DOM, unlike producers in the model. Models that do not assume uptake
of inorganic nutrients by bacteria are always dependent on the nutrient
contents of DOM (excreted by phytoplankton and/or produced by several
processes) to meet their nutrient requirements.

Nutrient limitation in decomposers (equation 2.79) re�ects their own in-
ternal nutrient quotas as shown in �gure 3.13. So, at low nut:C, nutrient
limitation values are high, leading to higher nutrient uptake of inorganic nu-
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Figure 3.12: Decomposers mortality dynamics: (A) lysis and total mortality
related with decomposers biomass, and (B) POM fraction as a function of
lysis/mortality ratio.
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trients to compensate nutrient de�cits. If �j > �maxj (full nutrient quotas),
then 
nut = 0, imposing maximum limitation to uptake and as a conse-
quence no uptake will occur. In this particular case there is an excess of
nutrients and decomposers are carbon limited.

3.3 Long time run

3.3.1 Basic settings

In the basic setup of the model, primary producers are divided in four func-
tional groups or size classes re�ecting the same scheme presented in the
ERSEM model: diatoms (20-200�m), autotrophic �agellates (2-20�m), pi-
coalgae (0.2-2�m), and mixotrophic �agellates (20-200�m). Each group
is de�ned by at least four state-variables: carbon, nitrogen, phosphorus
and silica (only in diatoms). The consumer module includes microzooplank-
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ton, heterotrophic �agellates and mesozooplankton. Here, unlike in ERSEM
model, all consumer groups have the same parameterization being their dif-
ferent biology de�ned by their parameter values and prey preference. All
other state-variables like decomposer components, organic matter groups
and their components, and several nutrients are the same as presented in
the previous chapters.

The initial conditions for some properties in the model are presented
in table 3.1. For simplicity and to avoid redundancy, some values were
left out. All producers initial N:C and P:C ratios follow the Red�eld ra-
tio (C 106:N 16:P1). So, for a carbon content (Pc) of 1:0mgCm�3, the
nitrogen (Pn) and phosphorus (Pp) content is � 0:01257mmolN m�3 and
� 0:000786mmolN m�3, respectively. The same ratios are de�ned for the
initial N and P components of consumers, labile DOM and POM. For di-
atoms, the Si:C content was also de�ned according to the Red�eld ratio
C 106:Si14[132] and so P 1si is 0:01mmolSim

�3. In all producers, chloro-
phyll content is initialized as 0:01 mgChlam�3, re�ecting a C:Chla of
about ~ 100. Finally, bacteria nutrient content was set according to the
C 76:N 18:P1 ratio [38].

Parameter values used in this simulation for each module (producers,
consumers, decomposers and biochemistry) are presented in tables 3.1 to
3.5. Parameters were chosen within typical ranges of oceanic systems, in an
attempt to be as realistic as possible. So, most of these values are the same
of ERSEM reference runs [28, 29] because they were derived from experi-
ments using nutrient enrichment in mesocosms or estimated from analyzing
data sets from the North Sea. Whenever this is not the case, the origin of
the values is mentioned. All other values are educated guesses based on sev-
eral previous simulations (results not shown). Unless otherwise stated, all
parameters and initial values used in any further simulations are the same
presented in tables 3.1 to 3.5.

3.3.2 Trophic relations

As a consequence of the generic group approach of mohid.Life.1.0 code
arrangement in respect to producers and consumers modules (without a rigid
pre-de�ned trophic chain), any trophic relation (predator-prey interaction)
can be de�ned. In this sense, any consumer can potentially feed upon any
other consumer, producer or decomposer (plus on itself). This is also true
for any producer group provided that the mixotrophic behaviour option is
activated. Again, the trophic structure and prey availability (table 3.6) is
adapted from ERSEM reference runs [28, 29].

The availability of each prey is not always assumed as total (where
�predatorprey = 1, re�ecting 100% availability) because each functional group
(whether it addresses a producer, consumer or decomposer) comprises a
range of prey dimensions and not all can be consumed by the predators.
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Table 3.1: Initial values used in the reference run. Note that not all state-variables
are mentioned here (see text for details).

Symbol State-variables Value
producers

P 1c Diatoms 1.0
P 2c Autotrophic �agellates 1.0
P 3c Picoalgae 1.0
P 4c Mixotrophic �agellates 1.0

consumers
Z1c Microzooplankton 0.5
Z2c Heterotrophic �agellates 0.5
Z3c Mesozooplankton 0.5

decomposers
B1c Heterotrophic bacteria carbon 1.0
B1n Heterotrophic bacteria nitrogen 0.0198
B1p Heterotrophic bacteria phosphorus 0.0011

organic matter
POC Particulate organic carbon 1.0
DOCl Labile DOC 1.0
DOCsl Semi-labile DOC 0.0

others
BioSi Biogenic silica 0.0
NO3 Nitrate 10.0
NH4 Ammonium 4.0
PO4 Phosphate 1.0
Si Silicate acid 6.0
O2 Oxygen 8.0
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Table 3.2: List of parameter values used as reference for producer groups. Four
values correspond to the four functional groups in the following order: diatoms,
autotrophic �agellates, picoalgae and mixotrophic �agellates. Two values are for
diatoms and all others. Only one value is provided if the value is the same for all
functional groups. All values are from Baretta-Bekker [28], except a from Brzezinski
[132], b from Geider et al. [41] and c from Moore et al. [32].

Symbol Parameter Value
�Rn Red�eld N:C ratio 0:011261
�minn Minimum N:C ratio 0:5� �Rn
�maxn Maximum N:C ratio 2� �Rn
�Rp Red�eld P:C ratio 0:000786

�minp Minimum P:C ratio 0:5� �Rp
�maxp Maximum P:C ratio 2� �Rp
�Rs Standard Si:C ratio 0:01a

�chl
Chla �speci�c initial slope
of the photosynthesis-light curve

3:0025b

�maxchl:n Maximum Chl:N ratio 3:0c

Q10 Q10 value 2:0
rass Maximum assimilation rate 2:5; 2:7; 3:0; 1:5
�ex Exudation under nutrient stress 0:05; 0:2; 0:2; 0:05
rbas Basal respiration rate 0:15; 0:1
qres Respired fraction of production 0:1; 0:25
rlys Minimum lysis rate 0:05
sedstrP Nutrient stress sedimentation rate 5:0; 0; 0; 5:0
sedmP Minimum sedimentation rate 0

sednut Nutrient stress threshold 0:70; 0:75
Qmax Maximum rate of storage �lling 1
kn1 A¢ nity for NO3 (uptake rate) 0:0025; 0:0025; 0:0; 0:0025
kn2 A¢ nity for NH4 (uptake rate) 0:0025
kp A¢ nity for PO4 (uptake rate) 0:0025
rs Release rate of excess silicate 1
ks Silicate uptake Michaelis constant 0:3

'slP
DOM fraction diverted
to semi-labile pool

0:1
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Table 3.3: List of parameter values used as reference for consumer groups.
Three values correspond to the three functional groups in the following order:
microzooplankton, heterotrophic �agellates and omnivorous zooplankton.
Only one value is provided if the value is the same for all functional groups.
Values in parenthesis refer to the grazing behavior by mixotrophic �agellates.
All values are from Baretta-Bekker et al. [29].
Symbol Parameter Value
�maxn Maximum N:C ratio 0:0167
�minn Minimum N:C ratio 0:015
�maxp Maximum P:C ratio 0:00185

�minp Minimum P:C ratio 0:0017

r10z Rest respiration @ 10oC 0:02

assefz Assimilation e¢ ciency 0:5; 0:25; 0:5; (0:4)
�naz Excreted fraction of uptake 0:5
Q10 Q10 value 2:0
qPOMz Fraction of excretion to POM 0:5
mo
z Oxygen-dependent mortality rate 0:25

mti
z Temperature-independent mortality rate 0:05
koz Oxygen half saturation constant 0:25
V maxz Maximum speci�c uptake @ 10oC 1:2; 7; 7; (3:5)
kz Half saturation value for uptake 80; 300; 40; (300)
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Table 3.4: List of parameter values used as reference for decomposers. All values
are from Baretta-Bekker et al. [28] except when marked with *; a taken from
Cochrane et al. [25].

Symbol Parameter
�maxn Maximum N:C ratio 0:019720*
�minn Minimum N:C ratio 0:016652*
�maxp Maximum P:C ratio 0:0016652*
�minp Minimum P:C ratio 0:0010955*
r10b Rest respiration @ 10oC 0:01
V maxb Maximum speci�c uptake @ 10oC 5�
kDOMb Half saturation constant for DOM uptake 10:6a

assefnorm Assimilation e¢ ciency 0:5

asseflow Assimilation e¢ ciency @ low oxygen 0:2
Q10 Q10 value 2:95

qrefb Fraction of mortality products to POM 0:4
qDOMsl
b Fraction of DOM to semi-labile pool 0:2*
mdd
b Density-dependent mortality rate 0:5

mdi
b Density-independent mortality rate 0:05
vmb Mortality density dependent reference concentration 100*
kob Oxygen half saturation constant 0:01

�ob Oxygen concentration below which ass = asseflow 1:6
kn1b A¢ nity for NO3 (uptake rate) 0:025*
kn2b A¢ nity for NH4 (uptake rate) 0:025*
kpb A¢ nity for PO4 (uptake rate) 0:025*

V POMhyd Maximum rate for POM hydrolysis 1*
V DOMsl
hyd Maximum rate for DOMsl hydrolysis 1*
kPOMhyd POM hydrolysis half saturation constant 32**
kDOMsl
hyd DOMsl hydrolysis half saturation constant 200*

Table 3.5: List of parameter values used as reference for the biochemistry
module. Reference key: a Chapra[37]; b Moore et al. [32]; c Baretta-Bekker
et al. [133].
Symbol Parameter Units
knit First-order nitri�cation inhibition coe¢ cient 0:6a lmg�1

Irefnit Light intensity threshold for nitri�cation 4b Wm�2

�nl Nitri�cation rate 0:04b d�1

s Biogenic silica dissolution rate 0:02c d�1

�o:c Carbon-to-oxygen conversion parameter 2:664 mgO2 (mgC)
�1

�o:n Nitrogen-to-oxygen conversion parameter 0:0588a mgO2 l
�1 �mmolN m�3��1
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As an example, one can look at the predation of microzooplankton on di-

atoms. The low availability of diatoms to microzooplankton
�
�Z

1

P 1 = 0:1
�
is

explained on the similarities in size, because both functional groups range
between 20�m and 200�m. From a theoretical point of view, a percentage
of microzooplankton can be smaller then some diatoms and so they cannot
ingest them.

3.3.3 Simulation

The model was run over a period of 5 years with a 3600 seconds time step.
Physical processes a¤ecting the properties over time (advection, sinking,
etc.) were left out. In this simpli�ed 0D scheme without any physical trans-
port processes, the sources and sinks terms of each property are a function of
chemical and biological processes occurring inside the water quality model
alone. This approach enables a detailed study of model performance in-
dependently from any transport scheme. In all the theoretical application
described from now on, the study "site" represents a "virtual mesocosm".
It consists of a 10 meter deep tank with a simple square geometry and with
only one layer.

3.3.4 Model Forcing

Monthly mean values of surface water temperature used to force the model
are from a station located o¤Lisbon (latitude 38o49�N and longitude 09o05�W).
In this �rst model implementation, where a detailed spatial discretization on
the temperature is not needed, only one value per month is used as a rough
characterization of the characteristic temperature throughout the year (Fig.
3.14a). There is in fact a wide variation within each month, but for the aim
of this application it is not relevant. The solar radiation at surface used to
force the model was obtained from a simple function inside MOHID that
calculates the radiation for any chosed latitude and longitude. This func-
tion uses random numbers in some calculus (e.g. cloud cover) and so it does
not repeat the same pattern each time the model is run. However, this is
only relevant in comparing runs with di¤erent sets of parameter values, like
in sensitivity analysis. In these simulations, 38o49�N latitude and 09o05�W
were de�ned as the reference coordinates for the surface radiation model.
As can be seen in �gure 3.14 (b and c) the surface radiation model can re-
produce with a satisfactory degree of accuracy both the diel (light cycle in a
day) and seasonal variation (intensity and light period). In multi year runs
the same set of data is repeated.
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3.3.5 Results

Looking at the producer biomass results for the simulation period (�gure
3.15) it is possible to see the existence of an adjustment period, character-
ized by "chaotic" oscillations in properties concentrations over time. These
�uctuations re�ect the model response to the initial conditions and show its
capacity to converge to an dynamic steady state. In this particular case, the
equilibrium or steady solution is achieved after just one year of simulation,
a pattern also observed in all other properties. However, the equilibrium is
not a repeated cycle. Some minor variations can be seen from year to year,
as in the gradual decreasing concentration of mixotrophic �agellates in the
last three years (�g. 3.15b). The high-frequency oscillations observed in
producer results are explained on the basis of the diel light �uctuations that
cause minor variation in producers biomass, together with grazing pressure.
The e¤ect of this pressure is more pronounce during night when producer
growth rates are lower.

This minor annual change is not in itself an example of inter-annual vari-
ation. This kind of variation is not expected in a schematic application like
the one implemented here, only because the external forcing conditions are
repeated every year and there is no addition of nutrients over the simulation
period. Nevertheless, the results clearly show annual or seasonal variation
with higher concentrations during spring and summer months. This varia-
tions occurs mostly as a response to the seasonal cycle of radiation and wa-
ter temperature in the forcing conditions (�gure 3.14). This physical control
on biological parameters has a cascade e¤ect because organisms themselves
have the ability to in�uence external nutrient concentration, which in turn
a¤ects other organisms. Hence, seasonal variation results from feedback
mechanisms both from physical and biological/chemical processes. Over-
all, the model has produced apparently reasonable predictions for producer
dynamics in the water column.

The undulatory pattern of producers evolution in time is also shaped
by the combination of top-down and bottom-up control mechanisms. Even
with seasonal �uctuations, most explicitly in ammonium and nitrate (�gure
3.16), the relatively stable nutrient availability over the spring-autumn pe-
riod implies that a bigger control can be ascribed to processes other than
nutrient limitation (bottom-up). Together with water temperature and ra-
diation levels, results combine the contribution from biological and chemical
processes like uptake, competition, mineralization, nitri�cation, etc. But
the greatest control pressure is apparently made by grazers (top-down).

Apart from the forcing mechanisms, no other physical processes a¤ect
the evolution of properties over time. In natural systems, late summer/early
autumn blooms are induced by the increase in mixing in the water column
bringing nutrient rich waters to the surface layer where nutrients have been
depleted during summer [101]. This physical control is absent here, given
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Figure 3.14: Environmental parameters used to force the model: (a)
Monthly mean surface water temperature from a station located at Tagus
estuary (latitude 38�49N and longitude 09�05W). (b) Surface radiation cal-
culated inside MOHID for the same coordinates of the station where the
temperature was measured. (c) A period of two days at the beginning of
di¤erent months where the variation in the length of the light period and
light intensity is portrayed.
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the geometry and circulation constraints imposed in the simulation. Some-
times, however, model results can mimic this pattern if nutrient recycling
during summer achieves enough impact to boost continuous blooms through-
out summer while radiation levels are high enough to maintain signi�cant
growth rates. In the present application, this process can explain the higher
concentration observed from spring to mid autumn (�gure 3.15c). The model
shows algal succession, frequent in natural systems (�gure 3.15b). This suc-
cession is determined by di¤erent grazing pressure, growth rates, nutrient
dependency, among other factors.

The temporal evolution of producers populations and of decomposers
has in turn an e¤ect on consumers populations. Looking at �gure 3.17 one
can see that the overall pattern is similar to the pattern observed in produc-
ers. Because a consumer group feeds upon several prey groups (producer
and bacteria), the population variations tends to follows the trend of pro-
ducers as a whole, with the expected time lag. Comparing producers and
consumers results is possible to notice that total consumers biomass (�g-
ure 3.17c) is generally slightly higher than producer total biomass (�gure
3.15c) While producers reach a maximum between 40 and 45 mgCm�3,
consumers go over 50 mgCm�3. Following the producers and decomposers
seasonal patterns, consumer maximum values are also reached in spring as
a consequence of the food supply.

Besides the contribution of producers to consumers biomass, there is
also the decomposer�s contribution because they are also a food source. De-
composers time series (�gure 3.18) shows that bacterial biomass throughout
the year can be twice as high as consumers biomass, with peaks above 100
mgCm�3. These results imply that much of consumers biomass is sup-
ported by bacterial production. In the trophic structure de�ned for this
simulation (table 3.6) both picoalgae and bacteria are fully available prey to

heterotrophic �agellates
�
�Z

2

P 3 = �
Z2

B = 1
�
. Given the high biomass values

of decomposers and picoalgae, the contribution of these two groups sustains
in part the consumers biomass. The importance of the grazing on decom-
posers is paramount to nutrient recycling. Consumers recycle nutrients by
respiring C and excreting the associated nutrients. Since decomposers have
higher N:C and P:C ratios than producers and consumers, a diet where they
are abundant will lead to a greater amount of inorganic nutrients excreted
by consumers.

Despite the di¤erent peaks in producers occurring at di¤erent times, it
is still possible to notice a succession pattern characterized by an initial au-
totrophic dominance phase with increasing phytoplankton production, fol-
lowed by a heterotrophic phase with decline in primary production and
increased bacterial and consumers biomass. This is a realistic pattern that
has been observed and modeled in enclosure experiments [134], as well as in
natural systems.
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Figure 3.15: Simulation results for producers: (a) variation over the �ve
years run; (b) variation over the last three years; (c) total producers biomass
over the last three years.
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Figure 3.16: Nutrients time-series for the last three years of the �ve years
simulation: (a) ammonium, nitrate, and phosphate ; (b) silicate acid. Bio-
genic silica is also shown.
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Figure 3.17: Simulation results for consumers: (a) variation over the �ve
years run; (b) variation over the last three years; (c) total consumers biomass
over the last three years.
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As expected, there is a strong correlation between bacterial abundance
and chlorophyll concentration. Since there is no allochtonous DOM, bac-
terioplankton C dependency relies on DOM produced in the system with
primary producers as the main source. The abundance relation between
producers, decomposers, and consumers is shown in �gure 3.19. As it can
be seen, the P:C ratio (producers:consumers) is always higher than the P : D
ratio (producers:decomposers), which implies that producer and consumers
bulk quantity tend to be closer than producers and decomposer. At least
during winter, P:C ratio goes above 1 re�ecting a dominance of produc-
ers biomass over consumers biomass. Looking at �gure 3.18b it is possible
to see that decomposers abundance is lower in winter reducing the growth
of consumers predating on bacteria, and this occurrence might explain the
lower P:C in this season. The values of P : D ratio around 0.5 implies that
decomposer biomass is usually twice as high as producers biomass. Situa-
tions have been reported where bacteria dominates the microbial biomass
of the system, consuming a signi�cant amount of �xed C (DOC), probably
mostly released directly by phytoplankton or via herbivores [135]. This is
typical for oligotrophic conditions where nutrient availability is mainly de-
termined by heterotrophic mineralization of organic matter via decomposers
and consumers. In this particular simulation setting, without allochtonous
nutrient sources (by physical processes or imposed as a boundary condition),
the model is able to simulate an oligotrophic mesocosm, where all produc-
tion as to be supported by autochthonous nutrient sources resulting from
biochemical processes.

Decomposers evolution in time re�ects the availability of organic mat-
ter. Organic matter components variation in time is portrayed in �gure
3.20. Labile DOM concentrations remain relatively low because they are
readily consumed by bacteria as a carbon source. In �gure 3.20 we notice
an accumulation of DOCl in the �rst year, with concentration above 200
mgCm�3 as a result of the excretion by producers and by consumers to a
lesser extent. When nutrient concentration drops to low values, as observed
during the �rst year (�gure 3.16a), bacteria are nutrient limited and not able
to use the DOCl substrate as a carbon source, resulting in its accumulation.
After the �rst year of spring, the system settles into a repeating cycle and
nutrient availability increases and decomposers growth becomes C limited
instead. In this situation, DOCl is consumed as it is being produced, and
no accumulation is observed. However, it is possible to notice smooth DOCl
peaks resulting from producers blooms in spring. DOMsl concentrations are
relatively high and follow the decomposers abundance because bacteria me-
diate its hydrolysis to DOMl. Nevertheless the process is slow and so DOMsl
concentration remain high, unlike POM with a higher rate of hydrolysis.

The model assumes competition for inorganic nutrients between produc-
ers and decomposers. Part of the observed concentrations for these groups
are shaped by this interaction. Given the explicit parameterization of N, P



3.3. LONG TIME RUN 105

5 years run

0

50

100

150

200

250

300

0 365 730 1095 1460 1825

Julian day

m
g 

C 
m

-3

Decomposers

A

5 years run (last 3 years)

0

25

50

75

100

125

730 1095 1460 1825

Julian day

m
g 

C 
m

-3

B

Figure 3.18: Simulation results for decomposers: (a) results of the �ve years
run; (b) total decomposers biomass over the last three years.

and C cycles and dependency of growth on them, it is possible to have a
situation with producers growth limited by N or P and decomposers by C.

This schematic application of the model is su¢ cient to demonstrate the
functionality and complexity of the microbial loop, with regeneration of nu-
trient from organic matter within the system performed by decomposers and
consumers. It also captures the dynamics of the competition for inorganic
nutrients by decomposer and producers.

Mass balance

When using a "control volume" methodology in the development of any
model it is necessary to check whether the model conserves mass. By per-
forming a simple test, taking into account the balance between sources and
sinks of each nutrient (currency), it is possible to determine the correctness
of the model. The test is particular useful because it enables the debug-
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5 years run

0

50

100

150

200

250

0 365 730 1095 1460 1825

Julian day

m
g 

C 
m

-3

POM

DOM-l

DOM-sl

Figure 3.20: Simulation results for organic matter components over the �ve
years run.



3.3. LONG TIME RUN 107

0

4

8

12

16

0 365 730 1095 1460 1825
Julian day

m
m

ol
 N

ut
 m-3

N P Si

Figure 3.21: Mass Balance check for all nitrogen (N), phosphorus (P) and
silica (Si) compartments during the simulated period.

ging of the algorithms of the water quality model of any errors causing mass
conservation violation (before source and sink terms from transport are con-
sidered).

The mass balance test considers each nutrient compartment in the model,
weather it is the organism cell quota, the organic matter nutrient quota or
in the inorganic form. A simple algorithm was added to the code to sum all
compartments for each nutrient at each time step. Taking nitrogen as an
example, this calculation is then:

Total N =

jX
i=1

P jn+

jX
i=1

Zjn+Bn+DOMsln+DOMln+POMn+NH4+NO3

(3.1)
With this check it is possible to control the mass conservation or variation in
time, being the simplest way by just plotting the result of each sum at any
given moment, as in �gure 3.21. In the present case, it can be seen that the
model conserves mass, which shows that there is a consistency in the code
regarding the source and sink terms and also in the mass balance equations.
Based on this, the contribution of processes other than the ones inside the
water quality module can be correctly assessed and studied in 1D, 2D or 3D
applications.

Only N, P and Si are mentioned because C and Chla are not parameter-
ized to conserve mass. The model assumes a system saturated with carbon
(DIC in the form of CO2) and so sources and sinks do not have to be bal-
anced. As for chlorophyll, because it is only produced and degraded inside
phytoplankton cells, there is no point in speaking of mass conservation.

3.3.6 Dynamic elemental composition

Being one of the major guidelines for the mohid.Life.1.0 development, the
capacity to have a variable stoichiometry or elemental composition must
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also be addressed in the assessment of model performance. To achieve this
purpose, some results are shown to illustrate the model capacity to calculate
the internal organism nutrient quotas as a function of other internal and ex-
ternal parameters and processes. The same is done for organic matter com-
ponents, given that its elemental composition also varies in time according
to the "quality" of residues resulting from all the biological processes ad-
dressed by the model. Unless otherwise stated, all the results presented are
from the third year of the simulated period.

Starting with producers, as stated before their evolution in time is shaped
by interactions like competition and predation, response to external nutrient
concentrations and light availability. Some of these factors have an e¤ect
on the internal element composition of producers (chlorophyll and silica
concentration and nutrient quotas). This in�uence is not the same for all
the elements. While nutrient quotas and silica concentration tend to be
more dependent on nutrient availability, chlorophyll will depend more on
available light.

The model is able to simulate a physiological response by producers to
seasonal changes, and this behaviour is particularly evident in Chla:C ratios
(bold line in �gure 3.22). In contrast to Chla:C static ratios, a dynamic ap-
proach allows Chla internal concentration to �uctuate in response to light
availability and nitrogen availability. So, Chla:C values are not necessarily
related with Chla concentration values, and it is possible to have low Chla
concentration and still to maintain a high Chla:C ratio (e.g., last trimester
in �gure 3.22 B). There is a clear seasonal pattern in Chla:C ratios, consist-
ing of higher values in autumn and winter (low radiation) and lower values
during spring and summer (high radiation). This is a clear response to light
availability; as light availability decreases, producers compensate by synthe-
sizing more Chla. This adjustment mechanism provides an adaptation to
environmental conditions which can be seen on a seasonal scale, but also on
a diurnal scale. This daily variation is represented in Figure 3.23 only for
two producers groups because they represent the higher and lower range of
values of Chla:C ratios. Notice that higher values occur at night (around
6 a.m.) and, consequently, lower values during day time (around 4 p.m.).
Again, this is a response to light availability. The adaptation mechanism is
sensitive enough to adapt to diel cycles, yet without allowing Chla concen-
tration to increase too fast. In addition, the C assimilation in the light and
C respiration in the dark also contributes to this pattern. Therefore, the
model is able to impose an adaptation period before production increases
when sporadic periods of light availability are higher but still enabling a
response to conditions in order to show a seasonal trend.

Silica quota also varies in diatoms (�gure 3.24), with the variation closely
related with carbon dynamics. Silica di¤ers from N and P dynamics because
there is only one reference value for the Si:C ratio and not a range de�ned by
a maximum and minimum quota. As such, variation around the de�ned Si:C
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Figure 3.22: Chla concentration (dashed line) and Chla:C (bold line) dy-
namics. Key to producer groups: (A) diatoms; (B) autotrophic �agellates;
(C) picoalgae; (D) mixotrophic �agellates.

ratio are minor. Nevertheless, if DOC is excreted the ratio will eventually
increase and the model compensates that by excreting the excess silica to
maintain the ratio around the prede�ne value (�Rs in equation 2.40).

Looking at �gure 3.25 it is possible to evaluate the nutrient cell content
(quota) of each producers group during the simulated period. The percent-
age of full nutrient reserves were chosen in the graphics instead of actual
ratios (mmolNut=mgC) because it facilitates the interpretation of nutrient
quota status. Diatoms and autotrophic �agellates have a similar pattern of
nutrient quotas, with reserves values always above 87% of full. The lowest
values of both nutrient quotas are observed during the third trimester re�ect-
ing in part the low levels of nitrate and the slight depression in ammonium
after the late spring peak (�gure 3.16A).

Picoalgae show a clear limitation by nitrogen, a pattern that can be ex-
plained on the nitrogen availability for this particular group. Unlike other
producer groups, picoalgae do not have the cellular machinery to reduce
nitrate, relying only in ammonium as the only source of N. So, the availabil-
ity of this nutrient to picoalgae is always reduced when compared to other
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Figure 3.25: Dynamics of the physiological state of producer groups, graph-
ing internal nitrogen (dark line) and phosphorus (grey line) quota (percent-
age of maximum quota).

groups.

High nutrient quota values denotes a limitation by factors other than
nutrient availability, usually by light. So, the growth of producers groups
in this condition is not nutrient dependent. In picoalgae, where only P:C
quota show this behaviour, N is limiting production. Nutrient quota pat-
tern in diatoms and autotrophic �agellates and P quota in picoalgae are a
result of the underlying biological response to the daily light cycle (assim-
ilation, respiration, exudation, etc.) and the daily �uctuation in nutrient
availability (as a result of biological activity). However, this pattern is not
observed in mixotrophic �agellates despite their sharing the same processes
(quota variation is represented by a smooth line). The di¤erence is explained
by their hybrid parameterization combining both producers and consumers
processes. Hence, they are not as dependent on external nutrient concen-
trations as other producers because they have an extra nutrient source in
their heterotrophic feeding behaviour. Their nutrient quota mechanisms are
also di¤erent from other producers because they possess the typical nutrient
assimilation/recycling parameterization of consumers.
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Consumer nutrient quotas are signi�cantly lower than producers quotas,
as it can be seen in �gure 3.26 showing all heterotroph (mixotrophs ex-
cluded) quotas. For simplicity, here also is shown the nutrient quota status
rather than the actual nutrient:carbon ratio. Unlike producers and decom-
posers that excrete nutrient excess directly, consumers release (mineralize)
nutrients in a constant �ux imposed by their parameterization of assimilated
and recycled fraction of grazing products (see equations 2.60 and 2.61). This
explains the fact why nutrient quota values are so low when compared with
producers. In addition, consumers parametrization philosophy does not con-
sider nutrient storage in the same way as producers. As a consequence, the
"quality" of a nutrient source for consumers (prey nutrient content) can
change the consumer nutrient quota slightly. The feeding dynamic (preys,
feeding rates, etc.) impact on the nutrient quotas of each consumer is il-
lustrated in �gure 3.26. Another way where the "food quality" is evident
is in P quotas that are systematically lower than N quotas. Taking into
consideration prey maximal P:C ratios (producers and decomposers in table
3.7), it becomes clear that consumers have higher P:C ratios than its prey
and so they will always have a P de�cit. But prey nutrient content is more
signi�cant to the amount of nutrient that is recycled, i.e., the higher the
nutrient prey content, the higher the recycled �ux will become.

Decomposers are the only group of organisms where both quotas are kept
full throughout all the simulation period, independently of seasonal cycles
or predation pressure (�gure 3.26). Explaining this occurrence is the fact
that besides sequestering nutrients taken from DOMl, they are also able to
uptake nutrients in their inorganic form. Eventually their nutrient:carbon
ratios go above the de�ned maximum and mineralization takes place. In
the process, DOM nutrient:carbon ratio plays a decisive role in�uencing the
mineralization. Because all organisms require carbon, nitrogen and phos-
phorus in a certain proportion to growth, when nutrient quotas are full they
become carbon limited, as happens with decomposers in this particular sit-
uation. Though C:N and C:P ratios are higher in decomposers substrate
(DOMl in �gure 3.27; values in table 3.7), implying more carbon in propor-
tion, C is in shortage to decomposers given their extra nutrient uptake from
mineral forms.

Each organic matter compartment has its own nutrient:carbon dynamics.
Because there are no additions to the system (i.e. allochtonous element
source), all organic matter components are produced and used within the
system. For this reason all nut:C ratios tend to be constant, depending
exclusively on biological activity.

The relation between all organism groups and OM components regard-
ing the maximum values of nut:C ratios is presented in table 3.7. Of all
functional groups, producers have the highest nut:C ratios because they are
allowed to store as much as twice the Red�eld ratio. This characteristic,
however, is user-de�ned and so lower values can be established according
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Figure 3.26: Dynamics of the physiological state of consumers groups and
decomposers: internal nitrogen (dark line) and phosphorus (grey line) quota
(percentage of maximum quota).
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Table 3.7: Maximum values (approximated) of N:C and P:C observed in the results
for each model compartment.

maximum (mmol=mg)
N:C P:C

Producers 0.024 0.0015
Consumers 0.016 0.0017
Decomposers 0.019 0.0016
POM 0.019 0.0017
DOMl 0.016 0.0015
DOMsl 0.0023 0.00015

to the systems and the producer groups addressed. In this particular case,
producers have higher ratios than bacteria, which is not usual in natural sys-
tems. In OM groups, semi-labile DOM (DOMsl) has the lowest nutrient con-
tent. This occurrence is determined by the sources for DOMsl components.
DOMsl carbon has an additional source from phytoplankton exudation that
is not present in nitrogen and phosphorus dynamics. This additional source
of carbon for DOMsl is responsible for keeping nut:C ratios low.

3.4 Testing temporal resolution

The rate of change (or �ux) of a given property C in a particular time step,
�t, is proportional to the product�C�t. From this it is possible to conclude
that the rate of change in the property is proportional to the slope of the
line denoting concentration variation between two successive time intervals,
and this line also indicates the errors associated with the choice of t. As a
rule of thumb, the smaller the time step, the smaller the introduced error
will be, because numerical dispersion is, among other factors, a function of
time. But on the other hand, a small time step means that the total running
period will be divided in smaller temporal segments, and consequently more
calculations will have to be made, increasing the total computation time.

As the spatial resolution is increased (i.e. the separation between grid
points is reduced) the time step must be decreased to maintain computa-
tional stability, at least for the explicit techniques that are generally used.
But the desire to increase the resolution of a model may be constrained
by the speed and storage capacity of the computer. Assuming that the
model will be implemented in 2D/3D scenarios, the additional requirements
in computational cost of the water quality time step must be considered,
despite the fact that a control volume approach is implemented.

The physical characteristics of the modeled systems usually dictate the
necessary resolution, both spatial and temporal. As a consequence of the
control volume approach around which the model was developed, in this
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particular study the assessment of the time step in�uence on the solution
is only restricted to water quality processes, not having to deal with spatial
derivatives. The water quality model is independent of any transportation
scheme, so it has its own time step de�ned solely on the basis of the biolog-
ical/chemical processes considered in the model. The process scales covered
by the model range from a few hours in some processes rates mediated by
decomposers up to the scale of months in some cases of organic matter
degradation. To assure stability and accuracy, the typical reaction time
scales must be longer than the constant model time step, and the choice for
an acceptable time step must take this into account. Given the nature of
most modeled processes, a relatively �ne temporal scale is required. Usu-
ally, for models of this nature a time step of 3600 seconds is considered
acceptable.

To test the model robustness or sensitivity to the time step, some simu-
lations were made running the same set of conditions (the same as for the
standard long time run) with di¤erent time steps. To cover di¤erent magni-
tudes, tested time steps were 90, 900 and 3600 seconds. As it can be seen in
�gure 3.28 where the temporal evolution of several properties is portrayed
for the di¤erent time steps, the solution remains stable irrespective of the
time step used. However, some expected �uctuation can be seen in some
properties evolution in time, specially in �agellates, microzooplankton and
decomposers. Comparing all time steps, the higher time step (3600 s.) shows
the biggest di¤erences (�gure 3.29). A systematic di¤erence between 3600
and 90 seconds can be noticed and its magnitude varies in time, but never
higher than 20%. For a forty-fold increase in the time step, a 20% variation
does not seem relevant.

The other tested time steps show a striking convergence in results which
implies that below 900 seconds there is no signi�cant change in results in-
duced by the time step. This does not mean, however, that a time step of
3600 seconds must be avoided. By pondering the computation time cost
and the model performance in such a scenario, a time step of one hour is
fairly acceptable. To support this claim, a look at �gure 3.28 shows that the
overall results of the simulation are not changed by any of the tested time
steps.

Stability connotes with errors that are not ampli�ed as the computation
progresses, i.e., are not ampli�ed by the solution scheme. An instable solu-
tion is one where errors can corrupt the true solution. Implicit integration
methods have better stability properties than explicit methods [136], but
at least for growth equations, an explicit scheme is better for the stability
of the model. Nevertheless, explicit schemes are known to be conservative,
but for su¢ ciently large time steps they may compute negative values for
non-negative state-variables. A small time stepping may avoid this outcome
but with a potential high cost, namely an enormous increase of the compu-
tational e¤ort. As a result, these schemes may lose their practical relevance
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Figure 3.28: Comparison between runs with the same basic setup but with
di¤erent time steps (3600, 900, and 90 seconds): (A) diatoms carbon, (B)
�agellates carbon, (C) microzooplankton carbon, (D) decomposers carbon,
(E) DOC, and (F) ammonium. Properties were chosen to have at least one
representative of each group, namely, producers, consumers, decomposers,
organic matter, and nutrients. None of the remaining properties show any
relevant di¤erence between time steps.
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in some contexts.
Overall, the results show that for the wide range of time steps evaluated,

the solution never become unstable for any time step. Even an increase in the
reference time step (to 5400 seconds) didn�t result in any undershoots, but
instead the model converged to the same solution (�gure 3.30). Ultimately,
this result is true for the 0D case where there are no spatial gradients. So,
this conclusion must be carefully extrapolated to other scenarios such as
3D settings where steep vertical gradients can occur. Because the speci�c
in�uence of a given time step to the overall outcome of the model is a di¢ cult
task given the complexity of relations in the model and of little pro�t in the
present context, it will be not attempted here. Ultimately, comparing model
outcome with di¤erent time steps only makes sense strictly in the actual set
of conditions. Hence, using the same model with di¤erent values in some
rates will result in a di¤erent response to the time step.

3.5 Sensitivity analysis

Sensitivity analysis can be broadly described as a process by which the con-
tribution of input parameters to uncertainties in the model outcome is eval-
uated. Several parameters in ecosystem models represent speci�c process
coe¢ cients that are only measured with di¢ culty (if possible at all). As a
consequence, there are uncertainties related with the parameterization and
the nonlinearity of interactions within the model. This raises two basic
questions: (a) how sensitive is the model to changes in individual parameter
values, and (b) which parameters or associated processes have most in�u-
ence on speci�c output variables? The answer to the �rst question may
reveal which parameter values might need further attention and where pos-
sible modi�cations should focus to achieve robustness is model results. The
answer to the second question will help to understand the simulated system.
One way to try to answer these questions and assess model performance
can simply be addressed via a systematic sensitivity analysis (SA) by which
variations of single parameters e¤ect on speci�c output variables are studied.

Sometimes the large number of input values in the habitual "one at a
time" SA perturbation method requires excessive computation times. In
addition, it is aggravated by serious di¢ culties in visualizing the results in
a comprehensive manner. This is usually the case of complex ecosystem
models, nesting physical and biological parameterization. To avoid a sensi-
tivity matrix with numerous columns or rows, some proposed methodologies
analyze not single parameters but rather clusters of related parameters in
group-collecting sensitivity analysis, reducing the total amount of required
variations by at least a factor 1/9 [137]. In those cases, however, not just
the parameters of ecological models are analyzed, but also from the trans-
port, and all external inputs. Despite all the advantages of such SA tests,
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(A) decomposers, and (B) �agellates carbon. Results were choose for a
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Figure 3.30: Flagellates carbon response to a time step of 3600 and 5400 sec-
onds. Despite the obvious di¤erences in the temporal evolution, the model
is still able to stick to the same pattern and arrive at the same �nal solution.
This means that a time step of 5400 seconds would still be feasible under
certain conditions.

one of its drawbacks is that it can mask the importance of some individual
parameters in model performance.

3.5.1 Methodology

Given that mohid.Life.1.0 is independent of any transport scheme, only the
parameters exclusive to this model are analyzed. To reduce the amount of
information and aiming for simplicity in the analysis, the reference simula-
tion for this study is simpli�ed by considering only one producer and one
consumer. All other state-variables remain the same. This can be done
because the code is the same for all producers (except for silica dependence
and mixotrophic behaviour) and for consumers. A full sensitivity analysis
would require not just the study of individual e¤ects of each parameter, on
their own and in combination with other parameters, but also the changes
in sensitivity of variables over time. For the purpose of this study, the sen-
sitivity analysis aims at gaining some additional insight into the processes
driving the model and so a simple analysis was undertaken.

The modeled mean state is de�ned as the "standard" run, which provides
a base for a series of parameter sensitivity analysis. The results of the
sensitivity analysis are classi�ed by distinguishing model parameters with
a qualitatively di¤erent e¤ect on model results. With this set of simpli�ed
conditions, a single parameters e¤ect analysis on model performance was
used. The impact of initial properties values on the overall result of the
simulation are also analyzed. This was achieved by singly and sequentially
altering the standard parameterization with up- and down-variation of each
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parameter, by 10% up and down in a series of separate runs, while holding all
other terms constant. A raised and lowered 10% of parameter perturbation
is frequently adopted ([25, 23]), hence its use in the present study. The
initial value of variables was also disturbed to study the model sensitivity
to initial conditions.

Sensitivity index

The de�nition of a sensitive index is not universal. Among the several
indexes used to quantify parameter sensitivity, it was chose for this study
one quantifying normalized sensitivity but with the ability to reveal up and
down variation. Normalized sensitivity, S(p), is de�ned as the relative change
in model output divided by the relative change in the parameter value. It
is calculated as:

S(p) =

�
V(p) � Vs

�
=Vs

(p� ps) =ps
(3.2)

where all variables with an S in the lower index represent standard case
values (Vs the value of a given variable for the standard case with parameter
ps), and V(p) is the value for the case when the parameter is given the value
p. This method was proposed by Fasham et al. [40] and adopted in other
studies (e.g. [23]). According to this sensitivity index, a negative parameter
perturbation (10% below in this case) with a negative index result means
a positive perturbation in the end result (meaning a higher end value com-
pared with the reference run value) of a given property, whereas a positive
index result means a negative perturbation in the result (a lower end value
compared with the reference run value). Conversely, a positive parameter
perturbation (10% above) will give a negative index result if a negative end
result is achieved, and a positive index result with a positive end result.
The degree of model sensitivity towards a given parameters can be de�ned
as sensitive (S>0.1, meaning a change of more than 1% in the result when
compared with the reference value), highly sensitive (S>1, meaning a change
of more than 10%), and extremely sensitive (S>1, meaning a change of more
than 100%). Whenever S<0.1, it can be said that the model is not sensitive
to that parameter. However, it must be kept in mind that the bias achieved
by omitting some variations is a frequent or potential error that might occur
in a systematic SA. In addition, it is di¢ cult to choose the magnitude of
parameter perturbation in a way which avoids non-realistic values but at
the same time covers the interesting span [137].

Variables of interest

Given the high number of state variables within the model, the choice of re-
sult variables to monitor the sensitivity of parameters must be case-speci�c.
Considering too many variables in this study might prove to be ine¤ective
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by reducing the comprehensibility of the analysis. Hence, only some mean-
ingful variables were chosen and others were combined in integral measures
(table 3.8) to compare the values after perturbation with the unperturbed
value.

The choice of sensitivity indicators was based on the major lines of de-
velopment behind the present model (e.g. multi-nutrient cycles, bacteria-
phytoplankton interactions, variable Chla quotas, etc.). So, the biomass
of functional groups and the concentration of nutrients and labile-DOC in
water are of interest in this study, as it is the chlorophyll content. The
Pc : Bc was chose to evaluate the varying microbial community composition
in response to di¤erent parameters values. Finally, and to complement the
study, another variable is added in the form of an index to quantify the
system behaviour over the whole range of di¤erent trophic levels, from sub-
strate (organic matter) to top predators. It is the Shannon-Wiener Index
(SWic) of diversity, applied to all carbon reservoirs (i.e. carbon biomass in
organisms and organic matter) in the model. It is de�ned as:

SWic = �
XcX
i=1

Ci
Tc
ln

�
Ci
Tc

�
(3.3)

in which Xi is the number of carbon �uxes, Ci the carbon content of the ith
reservoir, and Tc the sum of all carbon reservoirs. This particular use of the
Shannon-Wiener Index follows part of the methodology proposed by Köhler
and Wirtz [137].

Simulation runs

All simulations were forced with the same environmental data presented in
�gure 3.14, and run over two years. In order to save on computing time and
to avoid the "chaotic" oscillations characteristic from the �rst year run, the
test runs started with the variable concentrations obtained after an initial
running period of a year and four months with the standard parameteriza-
tion (tables 3.1 to 3.5). The analyzed values were taken by the end of July in
the second year and compared with values from the reference run observed
at the same temporal moment. The running time window for the sensitivity
analysis comprised a period of 90 days during the second year, starting on
the 1st of May and ending on the 1st of August. All result variables show
seasonal behaviour. Hence, this particular time window was chosen to in-
clude the formation and destruction of a spring bloom, avoiding a period
of model stasis. Results of the reference run are illustrated in �gure 3.31.
Despite almost all variables show seasonal behaviour, parameters impact on
this variability is only mention if found relevant. Almost all variables ad-
dressed in this analysis correspond to state variables de�ned in the model
(except Pc : Bc and SWic). As such, the term "variable" will be loosely
used throughout the sensitivity analysis discussion.
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Table 3.8: List of selected result variables to assess model sensitivity.
Symbol Description
Pc Biomass of producers
Zc Biomass of consumers
Bc Biomass of decomposers
NH4 Concentration of ammonium
NO3 Concentration of nitrate
PO4 Concentration of phosphate
Si Concentration of silicate
Chla Chlorophyll concentration of producers
Doml Concentration of labile DOM
Pc : Bc Producers ratio to decomposers
SWic Shannon-Wiener diversity index of total carbon
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Figure 3.31: Results used as reference in the sensitivity analysis: (A) pro-
ducers, consumers, and decomposers carbon biomass, (B) Chla, (C) DOMl,
and (D) Pc : Bc.
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3.5.2 Result matrix and discussion

Given the high number of parameters used by the model, the result matrix
of the SA is extremely extensive. To minimize super�uous information, only
the most relevant parameter in�uence on model results, i.e. denoting mod-
erate or high model sensitivity toward that parameter, are more thoroughly
discussed. In addition, results are shown and discussed on a qualitative
basis (interval of values) and only occasionally on a quantitative basis (the
speci�c result value). Only general patterns are addressed in this analysis,
and only a few striking relationships between individual result variables and
a variety of parameters are highlighted.

Except for the maximum rate for DOM hydrolysis (V DOMsl
hyd ), DOMsl

hydrolysis half saturation constant (kDOMsl
hyd ), producer a¢ nity to phospho-

rus (kp), decomposers assimilation e¢ ciency at low oxygen concentrations
(asseflow) and oxygen half-saturation constant (k

o
b ), the model is moderately

sensitive to most parameters. The lack of model response to the last two
mentioned parameters is due to permanent high oxygen concentrations in
the entire running period. The observed sensitivity, however, is not noted
in all model compartments, implying that a single parameter may have the
capacity to have an impact on one or a group of state variables, but not on
the overall result of the model. Under the present set of chosen parameter
and variable values, only one parameter, namely the reference temperature
in decomposers, shows the potential to in�uence model results as a whole
(expressed in the Shannon-Wiener Index). Even so, the model sensitivity to
it is rather low (<0.2 in both upper and lower parameter value disruption,
meaning an overall change below 2%). From this observation, it can be
said that though some parameters may lead to pronounced changes in some
variables, the Shannon-Wiener Index was mostly insensitive to them.

Of all variables studied in this SA, nutrients were the least a¤ected in
terms of number of parameters to which they are sensitive. Model nutri-
ents components sensitivity to parameters perturbation never exceeded 10%
upper or lower variation in the �nal result. From this, it is possible to
conclude that nutrient variables are the most robust. Silica is the variable
a¤ected by the lower number of di¤erent parameters, probably because of
its dependence of producers dynamics only. Remarkably, none of producer
parameter disruption cause any signi�cant change in the �nal outcome of sil-
ica. Biogenic silica dissolution rate upper and lower perturbation, produced
a minor impact (<10%) on silica which implies that although controlling the
transition between two forms of silica, the model is not very sensible to it.
Besides this, the other parameters to which the model silica compartment
is sensitive are related to consumers grazing activity, namely the reference
temperature, assimilation e¢ ciency and the maximum speci�c uptake at a
reference temperature. Based on these results, it can be stated that it is the
grazing pressure that has a higher control on the silica abundance, probably



124 CHAPTER 3. ASSESSING MODEL PERFORMANCE

because it diverges silica that has been incorporated by producers to biogenic
silica and/or it controls producer abundance modifying silica consumption.

Phosphate only re�ects the variation of two parameters: the positive
perturbation of maximum and the negative perturbation of the minimum
P:C consumers ratio. By de�ning the ratio range of consumers, both para-
meters a¤ect directly the immobilization and mineralization of phosphorus.
Hence, their perturbation has a direct impact on phosphate, even though
not a signi�cant impact (also below 10%). Since nitrate is not a prod-
uct of mineralization, it is not a¤ected by any consumers or decomposer
parameters. In this case, nitrate is only a¤ected by the nitri�cation rate
change (both positive and negative) and by the maximum N:C producer
ratio. Again, the perturbation is less than 10%. Because it mediates the
transformation of nitrogen forms, nitri�cation rate also a¤ect ammonium
results. The only producers parameters able to change ammonium model
outcome are the maximum and minimum N:C ratio, the positive perturba-
tion of the a¢ nity for nitrate

�
kn1
�
; and the reference temperature. The

same is observed for decomposers N:C maximum and minimum ratios. Of
all groups, consumers have more parameters a¤ecting ammonium dynamics
probably because of its important role in nutrient mineralization through
grazing and subsequent nutrient recycling. Almost all grazing activity pa-
rameters have a minor e¤ect on ammonium (Tempref , ass

ef
z , V maxz , kz, and

�Z
i

p ). Curiously, many results lie within the expectations given their in�u-
ence on some variables, while others revealed unexpected insensitivities or
extremely sensitive responses.

Because a detailed analysis of the results would pose some di¢ culties
of interpretation in terms of the model response and lead to conclusions
of doubtful accuracy, the remaining results are presented in tables, a table
per functional group, where the impact of each parameter is mentioned in
a qualitative way. The tables provide a condensed view of the complexity
of the interrelations between parameters and variables within the model.
These tables can be used as look-up tables to identify sensitive responses
in real cases applications. Some speci�c results need to be addressed more
carefully given their relevance in changing some variables outcome and the
particular model sensitivity towards them.

General parameters

In table 3.9 it is possible to see the model sensitivity towards some parame-
ters that are not necessarily related with any functional group. The list is
reduced to only three parameters because all others do not cause any sig-
ni�cant impact (above 1%) on variable results. Biogenic silica dissolution
rate (�nl) perturbation induces a moderate change in results, especially in
producers (also re�ected in chlorophyll) and consequently on the produc-
ers:decomposers ratio. This impact is probably due to producers limitation
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Figure 3.32: Time evolution of two variables considered in the sensitivity
analysis: (A) producers carbon and (B) producers Chla. Despite being
extremely sensitive to POM hydrolysis maximum rate, the model evolution
in time is not a¤ected by the disturbance of this parameter. Parameter
perturbation result lines coincide with the reference result in both cases.

by silica in this particular run. It can be hypothesized that model sensi-
tivity to nutrient dynamics related parameters will increase with increased
nutrient limitation. As already mentioned above, V POMhyd and kPOMhyd are able
to induce small changes in nutrient variables. Despite the small in�uence
on nutrients, both parameters have a high impact on producers, specially
V POMhyd , able to induce a change in some variable results one order in mag-
nitude. This value alone can wrongly lead one to assume a drastic change
in model dynamics induced by this parameter alone. However, by plotting
the results together (�gure 3.32, reference and both upper and lower pa-
rameter perturbation) it is possible to notice that the model behaviour is
not a¤ected at all. Hence, the extreme sensitive to this parameters is only
achieved at extremely low variable values (it must be consider that most
values are compared to the 16th decimal house). Nevertheless, this change
might induce di¤erent scenarios if conditions are met for the variable values
increase again in time.

By controlling the rate at which DOM originated in POM hydrolysis be-
comes available substrate to decomposers, these parameters in�uence bac-
terial production. This, in turn is re�ected on producers dynamics through
nutrients competition. Curiously, the impact on decomposers is rather small.
Nevertheless, the in�uence is obvious; a negative perturbation of V POMhyd in-
creases producers total biomass and a positive perturbation decreases it.
This means that higher V POMhyd values means higher availability of DOM
and better conditions for decomposer to grow. The outcome is a decrease
in producers biomass.
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Figure 3.33: Time evolution of the response of two variables to tempref

perturbations in the sensitivity analysis : (A) producers carbon and (B)
producers Chla. As it can be noticed, there is a slight change in producers
response, denoting the model sensitivity.

Producers parameters

The sensitivity analysis of producers parameters, shown in table 3.10, re-
vealed a relatively low or insigni�cant impact of their perturbation in the
result of consumers and decomposers, the exception being for rass and
Tempref with a sensitivity of S<0.1 in consumers. Overall, the nutrient
a¢ nity to both forms of nitrogen were the parameters with less e¤ect on
variables. The model is extremely sensitive (S>10) only to three producers
parameters, namely, exudation under nutrient stress (�ex), maximum assim-
ilation rate (rass), and the reference temperature (Tempref ). Their e¤ect is
particularly relevant in producer related variables like producers carbon and
Chla. The e¤ect can be explained based on the conditions of the run. After
the bloom, the values continuously decrease throughout the run, re�ecting a
lack of response by producers biomass conditioned by nutrients availability.
So, by the time the run ends, the nutrient stress is high and parameters gov-
erning growth and response to nutrient stress have a more dramatic e¤ect
when compared to others. This is observed in the decrease of �ex, meaning
lesser exudation under nutrient stress, which results in a positive pertur-
bation on producers carbon. The higher sensitivity index value observed
is for the Tempref upper perturbation in Chla. Overall, Tempref is the
parameter to which producers are more sensitive, an expected occurrence
given the control of temperature on several physiological processes. Figure
3.33 illustrates the magnitude of change in producers carbon induced by the
perturbation of this parameter. While being able to increase or decrease the
peak of producers carbon in the bloom, the parameter perturbation didn�t
cause any change in the pattern or magnitude in the model response, in this
variable or any other.



3.5. SENSITIVITY ANALYSIS 127

Consumers parameters

Generally speaking, consumer parameters prove to be the set of parameters
to which the model is more sensitive. Looking at table 3.11 it possible to
notice that only one parameter (minimum N_:C ratio, �minn ) did not cause
any change in results. All other parameters cause a shift in the results to a
greater or lesser extent. The model shows relatively low sensitivity to all pa-
rameters related with consumer ratios. The remaining parameters are highly
or extremely sensitive to producers carbon and chlorophyll, consumers, and
Pc : Bc. Parameter sensitivity to decomposers and DOMl proves to be low
(S<1). From this, it is possible to observe that consumers parameterization
is important to the control of both producers and consumers groups, and
not so relevant for the decomposers and organic matter dynamics.

Other relevant aspects of the sensitivity analysis of consumers parame-
ters can be summarized as follows:

� Except for the nutrient:carbon ratios, only mo
z, q

POM
z , koz , and �

Zi

b

were sensitive to variables (always S<1).
� None of the parameters is extremely sensitive to consumers (S<10

for all parameters).
� Only the variables Pc and Chla, and as a consequence Pc : Bc, are

extremely sensitive to some consumer parameters.
� The highest sensitivity values observed were (in decreasing order):

assefz and �Z
i

p , both for Chla and Pc. The sensitive index observed in ass
ef
z

for Chla is the highest sensitive index registered in the sensitivity analysis.
Given the extremely high sensitivity of some model variables to assefz ,

an illustration of its e¤ects on the same variables is useful to understand
the change in model dynamics induced by a parameter perturbation. In
�gure 3.34 it is possible to see how assefz perturbation shifts the variable
values from the reference value throughout the simulation period. Despite
not being so sensitive to Zc and Bc, this parameter shows a greater in�uence
on their dynamic during the run than on Pc and Chla.

Based on the results of consumers parameters, and comparing them with
other parameters, it is possible to conclude that this group has the strongest
e¤ect on model behaviour. According to the results, it is possible to infer
that this is achieved through grazing control on producers. In a sense it
can be said that at least in this particular set of conditions, the system is
top-down controlled.

Decomposers parameters

Of all biological groups, decomposers have the lower number of parame-
ters for which variables are extremely sensitive. In the list of decomposers
parameter sensitivity presented in table 3.12 it is possible to notice that
variables are only extremely sensitive (S>10) towards temprefperturbation
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Figure 3.34: Time evolution of the response of four variables to perturbations
of assefz in the sensitivity analysis : (A) producers carbon, (B) Chla, (C)
consumers, and (D) decomposers.
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(particularly Pc, Chla and Pc : Bc). It is also possible to see in table 3.12
that this parameter is the only one for which all variables are sensitive to a
greater or lesser degree (without considering nutrient variables as discussed
above). By looking at �gure 3.35 it is possible to notice that despite being
extremely sensitive to some variables, the change in the behaviour of the
variables is almost unnoticed. Again, and as in consumers, this is due to the
response function to environmental conditions expressed in the control of
temperature in various physiological processes. Producers related variables
are the most sensitive to decomposers parameter perturbation. Considering
all the processes addressed by the model (the microbial loop), any change
in the processes controlled or in�uenced by decomposers will produce an
e¤ect on producers given their trophic relation of competition for nutrients
or commensalism.

Without taking nutrients into account in the present discussion, Zc and
Bc where more robust variables to decomposers parameters perturbations,
with all sensitivity indexes <1, i.e., without showing to be high sensitive
to any parameter. Even so, they only reveal any sensitivity (S>0.1) to
two parameters: Tempref and r10b for Zc, and Tempref and mdi

b for Bc.
DOMl, on the other hand, shows to be the least robust variable to consumers
parameters when compared with the sensitivity to other biological groups
parameters. Only among decomposers parameter set is possible to �nd some
parameters to which DOMl shows high sensitivity, namely the parameters
that directly a¤ect the processes of DOMl uptake dynamic: Tempref (it is
possible to see the in�uence induced by this parameter perturbation in �gure
3.35), V maxb , and kDOMb . Intuitively it is possible to explain this occurrence
on the basis of the DOMl sinks and sources parameterization. While there
are many sources to the DOMl pool, there is only one sink, the bacterial
consumption. Hence, any degree of variation on this �ux is supposed to
cause a more relevant e¤ect on the entire DOMl dynamic (see �g. 3.35E).

Generally, all mortality related parameters show a high sensitive to some
variables, denoting an important control on the model. As in consumers
sensitivity indexes, nut:C ratios also show a lesser in�uence on the model
performance. But unlike consumers, assimilation e¢ ciency in decomposers
(assefnorm) prove to have an insigni�cant impact. This observation an be
explained solely on the di¤erent parameterization of consumption in both
groups and substrate type organisms in consumers and organic matter in de-
composers). The a¢ nity for nutrient does not show any relevant disturbance
on model response, in a similar way as observed for producers.

Initial conditions

The perturbation of variables initial values impact on model performance
in such controlled and theoretical conditions helps to assess how important
slight variations can be to the model outcome. Contrary to parameters that
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Figure 3.35: Time evolution of the response of six variables to perturbations
of decomposers Tempref in the sensitivity analysis : (A) producers carbon,
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condition model evolution in time because they are used throughout all the
running period, initial values only set an initial conditions from which the
model departs. Its impact is not made in successive incremental contri-
butions but rather in one contribution whose e¤ect may be in�uential by
ampli�cation or become minimal by fading during the simulation. Depend-
ing on model sensitivity to some variables, the magnitude of the impact
will vary. Considering this punctual perturbation on the model (the start-
ing point), it is expected that the model solution will not diverge on such
minor perturbation. Looking at the impact of value perturbation on nu-
trients (table 3.13) it is possible to see that only the initial value of some
state-variables induces relevant change in their own outcome. Most of these
responses denotes a relatively low sensitivity (S<1), and only PO4 and Si
perturbation reveals high sensitive to theses variables. At least for PO4, the
perturbation is only noticed in its own result.

The remaining result sensitivity matrix of variables initial values is pre-
sented in table 3.14. A general analysis of the results shows that the model
is moderately sensitive to a few variables (namely Zc and Si), but overall it
proves to be insensitive to initial conditions perturbations, with some vari-
ables without any impact on the model at all (e.g., DOMsl and BioSi).
As mentioned above for some Zc related parameters, here too producers
initial values prove to be sensitive to model behaviour trough their impact
on consumers. The results show that the direction of perturbation results
in the same direction of change in the �nal results of producers, and conse-
quently on Chla and Pc : Bc. Finally, the impact of silicate acid initial value
must be highlighted because its shows the higher sensitive values in the this
particular analysis. As already mentioned, the extremely sensitivity notice
around silicate acid (in this case the availability) is exaggerated inasmuch
that only one producer (silica-dependent) is considered. So, a possible silica
controlled production will have a high control on producers evolution and
throughout the food web (noticed in high sensitivity of Zc to silica initial
values).

A closer look at the impact of silica initial values on model performance
reveals that the in�uence of initial conditions is propagated during the sim-
ulation period, as seen in some variables illustrated in �gure 3.36. But
despite some �uctuations around the reference values obtained with the ini-
tial value, the pattern is not a¤ect and model eventually converges to the
same solution. Here too the model outcome shows high resilience to the
proposed amount of parameters and initial values perturbation. Only silica
initial value perturbation is illustrated because it achieved the highest val-
ues in the sensitivity analysis of all initial conditions. The variables whose
evolution is portrayed in �gure 3.36 were chosen because they are the most
sensitive to silica initial conditions.
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SA results synthesis

Nutrient variables are the least a¤ected in terms of number of parameters to
which they are sensitive, with sensitivity to parameters perturbation never
exceeding 10% variation. So, it is possible to conclude that nutrient variables
are the most robust.

There are only three producers�parameters for which the model is ex-
tremely sensitive: exudation under nutrient stress, maximum assimilation
rate, and reference temperature. Overall, reference temperature (Tempref )
is the parameter to which producers are more sensitive, an expected occur-
rence given the control of temperature on several physiological processes.

Results show that consumers parameterization is particularly relevant
to the control of producers and consumers groups, and not so important
for decomposers and organic matter dynamics. In addition, consumers�pa-
rameters have the strongest e¤ect on the behavior of the model, probably
through grazing control on producers.

Decomposers have the lower number of parameters for which variables
are extremely sensitive, namely one parameter, Tempref .

In conclusion it can be said that this study shows that the proposed de-
gree of variation in the initial conditions (and also in the standard parame-
terization) does not yield a much di¤erent scenario or lead to any signi�cant
change in the model performance.
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Table 3.13: Analysis of normalized sensitivity of chosen results variables in re-
sponse to perturbation of variables initial values. Values varied � 10%. Signs (+
and -) indicate the direction of change, i.e., a (+) sign on a lower parameter per-
turbation denotes a negative impact expressed in a lower �nal value, whereas the
same sign (+) on a upper perturbation means that the �nal result was greater than
the reference value (for details see text). The magnitude of change in �nal results
is expressed by: + or - for sensitive (S>0.1), ++ or - - for highly sensitive (S>1),
and +++ or - - - for extremely sensitive (S>10). Values below 0.1 were left blank.

NH4 NO3 PO4 Si
Variable -10% +10% -10% +10% -10% +10% -10% +10%
NH4 + + + +
NO3 + + + +
PO4 ++ ++
Si + + + + ++ ++ ++
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Chapter 4

Real case application: the
Tagus estuary

4.1 Introduction

In conformity with the aim of the present work, this chapter addresses the
application of mohid.Life.1.0 to a real system. Even though the model was
developed for a pelagic system, the Tagus estuary was selected as the study
site for this application given the previous accumulated experience gained
studying the trophic state of this system with MOHID and the knowledge
gained from it1. Besides, the choice of Tagus estuary could also bene�t from
the available data sets gathered in monitoring studies. The main goal of this
chapter is to assess the performance of the model in complex scenarios and
to evaluate its ability to reproduce observed biological patterns when forced
by several known variables like atmospheric parameters, river discharges
and tide. As such, an in-depth study on the dynamics of the estuary, either
from a hydrodynamic or ecologic perspective, falls outside the scope of this
application. Nonetheless, the following aspects will be addressed even if only
subjected to a super�cial analysis:

� To identify the critical processes controlling carbon and nutrients
dynamics in the system

� To examine the potential role of physical forcing and the behaviour
of the biological variables included in the model.

� To provide a formal, quantitative and dynamic framework for the
synthesis of the results of the various components inside the estuary.

� To compare the model results with previous modelling e¤orts made
to study this estuary with a simpler water quality model available in the
MOHID modelling system.

1Detailed information on this study can be found at
http://www.maretec.mohid.com/Tro�cLevel/
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4.1.1 Basic concepts in estuarine ecology

Being a transitional zone from two distinct aquatic systems, fresh water and
salt water, estuaries have their own set of conditions that shape their eco-
logical structure. Usually, estuaries have more similarities with the marine
than with the freshwater environment. In marine and estuarine systems the
fundamental principles of the throphodynamic structure and functions are
very similar, with the exception of gelatinous plankton, which does not occur
in freshwater. Nevertheless, it is clear that physical, chemical and biolog-
ical factors, with di¤erent strength in oceanic and estuarine environments,
shapes the biological patterns from nekton to microbial communities. The
abundance of microorganisms is a major characteristic of estuarine systems,
an evidence of the importance of microbial processes in these ecosystems.

The typical features of oceanic pelagic systems encompass autochthonous
organic material and oligotrophic conditions with characteristic small cell
size phytoplankton. A rather di¤erent scenario is found in estuarine ecosys-
tems, where a high content of allochtonous material is observed, as well as
high concentration of nutrients (comprising mesotrophic and eutrophic con-
ditions), larger cells like diatoms, and high bacterial diversity. In addition,
and imposing a major control on system behaviour, oceanic systems have
a relatively seasonally-stable regime while estuaries have a strong-seasonal
regime. Also, steep physical, chemical and biological gradients are an im-
portant aspect of estuaries.

Estuaries are usually divided in two classes de�ned by their vertical
density pro�le. When the currents of riverine fresh water in�ow and tide
are similar, turbulence is the major mixing agent. This process is induced
by the periodicity of tidal action. In this case the vertical salinity pro�le is
less variable because most of the energy dissipates in the vertical mixture,
originating a rather complex set of layers and water masses. Under these
conditions, estuaries are considered partially mixed or moderately strati�ed.
In completely mixed and vertically homogeneous estuaries, however, the
tidal action is strongly dominant and the water column is well mixed from
surface all the way down to the bottom. Major salinity and temperature
changes are more frequently observed horizontally rather than vertically
and this spatial heterogeneity is thought to a¤ect nearly every aspect of
population dynamics, species interactions, and community structure.

The water circulation inside an estuary is capable of changing the condi-
tions of the ecosystem over a much smaller temporal scale, when compared
with neritic or oceanic areas. The hydrodynamic inside an estuary are driven
by a complex interplay of mechanisms, all with a strong in�uence on biolog-
ical processes. The water circulation is conditioned by tidal currents, river
discharges, wind and local topography. The resulting circulation patterns
may have a large e¤ect on the abundance and production of the microbial
community by controlling the supply of allochtonous organic matter, con-
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centrating and retaining locally produced organic matter inside the system.
They also produce conditions for long-term coupling of bacterial production
and autochthons sources of organic matter. Because an estuary is not a
closed system, tidal currents act as an oscillating conveyor belt with the
coastal zone, moving plankton, organic and inorganic materials, and sedi-
ments back and forth, creating complex distribution patterns.

The estuarine environment is often reported as extremely productive,
with high rates of primary production and bacterial production, and sup-
porting dense planktonic communities. The major transformation processes
of organic and inorganic nutrient pools that reach the main body of the
estuary are related to biological processes associated with bacterioplankton
[138].

4.1.2 Tagus estuary characterization

The Tagus Estuary (38 �44 0N, 9 �08 0W), the largest estuarine system on
the Portuguese coast (Figure 4.1), is a relatively shallow estuary with an
open boundary to the Atlantic. It is a mesotidal system (mean tidal range
of 2.2m) with semi-diurnal tides and tidal amplitudes ranging from 1 to
4 meters. It has a surface area of about 320 km2 and a mean volume of
1900�106 m3. The intertidal areas are composed mainly by mud�ats with
a total area ranging from 20 to 40% of the total estuarine area.

The hydrographic conditions of the estuary are mainly determined by
the in�ow of the saline water from the Atlantic and a considerable riverine
input of freshwater with a clear seasonal pattern. The estuary receives a
modal freshwater in�ow of 400 m3 s�1. From March to December the Tagus
River has a rather constant monthly average �ow of around 330 m3 s�1.
Higher values are recorded from January to March. The Tagus river is
the major contributor of fresh water to the estuary, but two other smaller
rivers have fresh water inputs to the system, namely the rivers Sorraia and
Trancão. The estuary receives also e uent discharges, mainly from urban
(with over 10 WWTP�s discharge points inside the estuary), industrial, and
agricultural sources.

The wind regime over the estuary area is characterized by predominant
winds from south and southwest during winter, rotating progressively to
winds from northwest and north during spring, and maintaining these di-
rections throughout the summer months. Given the seasonal variability of
meteorological conditions and river discharges, the estuary is characterized
by a strong seasonal variability of both hydrodynamic and biogeochemical
conditions. Besides this seasonal pattern, inside the estuary there is also a
strong horizontal pattern as a result of the hydrodynamic conditions con-
trolled mostly by the tidal regime. Middle estuarine areas (and upper areas
to a lesser extent) have more stable and homogenous conditions, with a
high residence time, while lower estuarine areas are characterized by a high
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variability in�uenced by the tidal regime.
The relatively high �ow associated with the shallow depth prevents the

formation of a late-spring thermocline, characteristic of temperate waters.
Hence, there is no thermal strati�cation inside the estuary during spring and
summer months. The system is vertically well-mixed all year around, and
has a mean tidal prism of 600�106 m3, about a third of the mean volume.

High winter concentrations of inorganic nitrogen and phosphorus are
prerequisites for a strong development of the phytoplankton in spring, the
beginning of which is triggered by the increase in radiation levels. Several
factors control the blooms (zooplankton grazing, residence time, etc.), given
that frequently limiting nutrients (nitrogen and silica) are never depleted
inside the estuary. Also, the turbulent mixing in early autumn that usu-
ally triggers the autumn bloom does not occur inside Tagus estuary. Here
too, the lack of a marked seasonal regime is a consequence of the transport
regimes that prevent the formation of a thermocline. Several groups of pri-
mary producers can be found inside the estuary and also in the surrounding
coastal waters. Despite the di¤erent composition in phytoplankton commu-
nities inside the estuary (specially Bacillariophyceae, Chlorophyceae, and
Dinophyceae), diatoms dominate the phytoplankton in the entire estuary
[139].

4.2 Methods

4.2.1 Model implementation

Hydrodynamic model setup

A coherent interpretation of any ecosystem must rely on a study analysis
with an integral approach. As such, the interplay between physical, chemical
and biological processes, as well as the interaction of the di¤erent compart-
ments of the system must be considered. It is also essential for the study
to include the di¤erent factors that may control the �uxes of energy and
matter inside the system.

For a better description of the hydrodynamic control on the biogeo-
chemical processes inside the estuary, the model domain was extended to
encompass the adjacent coastal area outside the estuary, as well as a sec-
tion of the upstream area of Tagus river just before its widening into the
estuary. The MOHID hydrodynamic model was used to achieve an accurate
characterization of the �ow regime for the whole study area. Its governing
hydrodynamic equations have been described elsewhere [51, 52, 53], so only
a brief overview of the model is presented here. The main forcing mech-
anisms for the circulation considered in the model are the tides, the wind
regime and the river out�ow into the estuary.

The model uses a full 3-D hydrodynamic formulation with hydrostatic
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Figure 4.1: Enhanced satellite image of the Tagus estuary. Green dots indi-
cate the monitoring sites. Model stations (MS) where time series were taken
to assess model performance were set to coincide with the data collection
points. The location of the meteorological monitoring station is marked in
blue. River discharge points are marked by yellow dots: Tagus river on
the top right corner, Sorraia and Trancão rivers on the left and right mar-
gin of the estuary, respectively. Red dots mark the location of WWTP�s
discharging to the estuary.
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and Boussinesq approximations [49], and the general ocean turbulence model
GOTM for the turbulent closure [140]. However, in the present application
the model is set as a 2D depth-integrated model. It was assumed that the
study area has an intense vertical mixing, implying a homogeneous water
column. Based on this assumption, a single water layer was de�ned for the
entire study area with variable depth de�ned by the bottom topography of
the modelled area.

The model domain is characterized by a variable square grid with 73x94
computation points (�gure 4.2), with higher resolution inside the estuary
where each cell covers an approximated area of 3.72 km2. The geographic
location of the domain is de�ned by the following coordinates: 38 �30 0-39 �N
and 8 �51 0-9 �51 0W . Meteorological forcing, boundary conditions and river
discharges are explicitly imposed, all with temporal variability. For the tide
solution, the hydrodynamic model was forced with tide gauge elevations at
the open boundary.

An Eulerian formulation for the transport model is adopted, coupled to
the hydrodynamic module. Interactions between atmosphere and water col-
umn occurring at the surface (e.g., heat �uxes, wind stress, solar radiation)
are handled by the surface module and the interaction between the bottom
and the water column (e.g., cohesive sediments resuspension and deposition)
by the bottom module.

The model runs with a time step of 60 seconds for a period of 20 months,
starting in April 2003 and ending in January 2005. Given the control of
suspended sediment concentration on the ambient light, special attention
was paid to achieve an accurate description of cohesive sediments, both in the
water column and on the bottom of the estuary. The methodology adopted
for modelling sediment dynamics consisted in starting the simulations with a
layer of 10 kg=m2 of bottom sediments in the entire domain and a constant
concentration of 100 mg l�1 in Tagus river discharges. Then the model runs
for 2 months with cohesive sediments, POM (C, N and P), and biogenic silica
as the only properties considered in the simulation. This period was assumed
as a reasonable time to achieve a proper bottom sediment pattern inside
the estuary with deposition and erosion areas already de�ned. All other
properties were only simulated after this initial period. A simple sediment
model was included to account for POM and biogenic silica diagenesis. A
�xed mineralization rate of 0.1d�1 was de�ned for all these properties. PON
and POP are converted to ammonium and phosphate, respectively, and
biogenic silica to reactive silicate.

Ecological model setup

Mohid.Life.1.0 model was coupled to the transport model as a zero dimen-
sional water-quality/ecological model. Unlike the schematic applications
presented earlier, in this application only two producers are considered, one
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Figure 4.2: Computational grid with variable spatial resolution used in the
model domain (top) and a close-up at the estuary area to show the bathym-
etry (down). A smaller cell size is de�ned inside the estuary given the higher
spatial variation and velocities of the hydrodynamic regime.
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silica-dependent and the other silica-independent. This simpli�ed approach
was devised to consider the two main phytoplankton groups: diatoms and
�agellates. The parameter values correspond to diatoms and autotrophic
�agellates values taken from the same sources presented before. Only one
group of consumers was added to the simulation, acting as the closure of the
food web. The microzooplankton parameter values were chosen to parame-
terize the consumer. However, to compensate for the lack of top predators
feeding on this group, a quadratic density dependent term (such that grazing
rates decline at low prey biomass) was adopted as an alternative method to
establish a mortality criteria for consumers. Evidences for such a threshold
e¤ect on grazing have been reported in essays with natural microzooplank-
ton assemblages in the Sargasso sea [141].

Finally, bacterioplankton were also included in the model setup, given
their important role in estuarine ecology. The trophic structure was de-
�ned on the simple basis of a predatory action of the consumer group on
both producers, on bacteria, and on itself. The prey availability was set
to 0.5 for diatoms and autotrophic �agellates, 0.8 for bacteria, and 0.2 for
microzooplankton.

Taking advantage of the model generic unit system, all element concen-
trations are expressed in mg l�1, except for the chlorophyll cell content in
producers that were kept at mgm�3. The penetration of light through the
water column is dependent on phytoplankton chlorophyll and cohesive sedi-
ment concentration in the water column and is computed within the model
system.

Unlike the hydrodynamic model with small time-step requirements (60
seconds in this application), the ecological model iterates every 3600 sec-
onds, the regular time-step already tested in the previous applications. The
ecological model runs for 18 months, starting after a two months run of the
hydrodynamic module to setup the sediment pattern on the bottom of the
modelled domain.

When possible, the values of parameters used in the model have been
selected from relevant studies or to lie within the range of values used in
similar models. Some model parameters, generally those for which precise
estimates were unavailable like grazing rates and prey availability, were set
by calibration of the model output against observed values of some state
variables.

External conditions

External conditions included forcing functions (for example irradiance, tem-
perature), inputs (nutrient discharges, etc.), and boundary conditions (con-
centrations of each state variable in the adjacent Atlantic boundaries).

The data used in the model for climatological forcing, boundary and
initial conditions were obtained, where possible, from measurements made
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in the last years. The lack of comprehensive data sets makes it di¢ cult
to have a detailed description of some properties. So, it is impossible to
achieve a high frequency in forcing in most situations. To �ll in the gaps in
the scarce data sets, estimated guesses had to be made based on available
information and some hypothesis had to be formulated. Not all forcing func-
tions, boundary conditions, and river loads data used in the simulation were
compilations from the same year. The lack of detailed available information
conditioned the use of data for the same year. To build a complete data set
for some properties with seasonal variation, values from di¤erent years had
to be included.

Atmospheric forcing

Photosynthesis was driven by light using observed values measured at a me-
teorological station near Tagus estuary mouth, located at 9o26�48�O and
38o41�48�N (�gure 4.3). Besides radiation levels, there were also values of
wind (direction and intensity), air temperature, atmospheric relative hu-
midity and precipitation. All these properties were used as a high frequency
atmospheric forcing, giving the detailed data set available with an hourly
resolution between measurements for a full year. The measurements used
were made during 2004.

River and WWTP�s discharges (inputs)

Three distinct points of river discharge are de�ned inside the estuary. The
most relevant is without doubt the Tagus river discharge (�gure 4.3). Tagus
river �ow data were obtained from Instituto Nacional da Água (http://www.inag.pt).
The other two rivers, Trancão and Sorraia, despite the much lower �ow
regime, have an important nutrient and organic matter contribution to the
system, a fact that justi�es their inclusion. River discharges are de�ned by
the �ow, temperature, salinity, concentrations of cohesive sediments, nutri-
ents, organic matter components, and biological constituents. Because there
is a marked seasonal pattern in the �ow and properties concentrations, a
monthly value was used whenever available or estimated when not.

Nutrient loading (calculated from publicly accessible data of the Na-
tional Water Institute, INAG, Portugal) derived mainly from �xed stations
monitoring measurements. Carbon and phosphorus fractions of both dis-
solved (labile and semi-labile) and particulate organic matter was inferred
from the nitrogen fraction, assuming a Red�eld ratio composition, typical
of fresh organic matter. The same principle was used to determine the
nutrient and carbon content of primary producers. The fragmented data
available for each discharge makes it necessary to build the data set used
to de�ne the discharge from a compilation of several disperse measurements
and estimations. Most of the data came from the Portuguese Water Insti-
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tute (INAG) historical data set compiled for the study area and available
online (incomplete monthly values sets ranging from 1989-1993), as well as
from �eld measurements.

Because Tagus River represents by far the major contribution to the es-
tuary, only its hydrological regime is addressed here. The characteristics of
the Tagus river inputs are represented in �gure 4.3. The annual river �ow de-
pends partly on rainfall, with years of very high �ow interlaced with periods
of drought. Rainfall and water retention by dams contributes to the already
sharp seasonal and interannual di¤erences in freshwater inputs. Throughout
the year, the mean daily freshwater �ow varies abruptly between seasons,
with peak winter �ows ranging from 400 to 920 m3 s�1 and a minimum of
about 100 to 250 m3 s�1 in summer. The temperature time series show
a clear seasonal pattern with low temperatures in winter (~12 �C), grad-
ually increasing throughout the year, and reaching their highest values in
summer months (>20 �C). Nutrients show di¤erent pattern; nitrate concen-
trations are higher during spring months and decrease in mid-summer, while
phosphate concentrations are lower in spring and higher in winter months.
Ammonium has a distinct pattern with a constant concentration the entire
year only interrupted by a peak in June with an almost tenfold increase in
concentration. The remaining properties, silicate acid, oxygen, organic mat-
ter components, don�t show any seasonal pattern. Biogenic silica discharge
was de�ned as constant value of 1 mgSi l�1.

The discharges of WWTP�s inside the system were also considered in this
study. The values used for the �ow, nutrient and organic matter loads were
taken from previous impact assessment studies made in the Tags estuary
using MOHID (for details see [142]).

Boundary conditions

When it comes to boundary conditions, the MOHID system parameteriza-
tion enables simulations ranging from estuaries to large scale current sys-
tems like ocean basins. Its code �exibility allows theMOHID hydrodynamic
model to simulate the interface zone of estuary system and coastal systems
where processes characteristic of each overlap.

Boundary conditions imposed on the open oceanic boundaries were taken
from values compiled by NODC for the area o¤Lisbon2. To correctly achieve
seasonal variation, a mean value should be used for each month whenever
possible. In this particular case, the conditions are quite stable throughout
the year, given the oligotrophic conditions of such areas. Nevertheless, given
the lack of data and the small contribution of these oceanic areas to estuarine
dynamics, the focus of the application, such detailed characterization of
conditions was not adopted. Instead, a constant value for each property was
assumed as su¢ cient to properly de�ne the boundary conditions.

2available at http://www.nodc.noaa.gov/
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Figure 4.3: Data from the Tagus river discharges used to force the simulation
as the main freshwater input into the Tagus estuary. Flow, temperature,
chlorophyll, and nutrient data comes from station measurements (located
upstream in river Tagus). Phytoplankton biomass was determined from a
�xed C:Chla ratio of 60. Organic matter loads correspond to estimates made
from nitrogen inputs data. All missing carbon and nutrient composition (for
phytoplankton and organic matter) were calculated based on Red�eld ratios.
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The Dirichlet boundary condition is the most commonly used type of
boundary condition in water-quality modelling [37]. As such, it was adopted
in this simulation by simply specifying the concentrations at the boundary.

4.2.2 Monitored sites and model calibration

Four virtual sampling sites (�gure 4.1) were established along a NE-SW
transect to monitor model properties evolution in time, starting in the mid-
estuary area and extending all the way down to the coastal estuarine zone at
the river mouth (referred herein as MS1, MS2, MS3, MS4). Model stations
are numbered from the mid-estuary areas to the river mouth. The virtual
stations distribution tries to cover major areas of the estuary that may
be controlled by di¤erent parameters and/or processes. The purpose of this
regionalization is to provide more accurate interpretation of model estimates
inside the estuary and to help identify possible controlling mechanisms. The
choice of the sites to check model performance was also made based on the
location of some sampling sites monitored in the estuary during 2004. These
sites where data has been collected are referred as site 1 to site 4, following
the same numbering scheme as adopted for the model stations.

The calibration was made in a step-by-step approach in a series of suc-
cessive model runs, starting with a standard set of parameter values and
sequentially changing some of them after checking the results at the end of
each new run. Parameter values were constrained within limits that were
considered to be biologically realistic. Considering the enormous range of
di¤erent values that could lead to a reasonable �t between model results
and in situ measurements, the "optimal" solution can be found when a
satisfactory �t is achieved by changing the minimum set of parameters.

The model calibration was made mainly by comparing model results for
MS1 with �eld data from in situ measurements for the year of 2004 at site
1. To achieve a realistic comparison between model results and �eld data,
the location of the virtual stations was set to coincide with the location of
the sampling stations also shown in �gure 4.1 (green dots). Although the
data set comprises several sampling stations scattered inside the estuary,
only values for site 1 were used in the calibration e¤ort. Whenever multiple
measurements were available for the same time instance at the same site
(sampling at di¤erent depths in the water column), the average from all the
samples was used to compare with model results. Monitored data comprise
ammonium, nitrate, chlorophyll, and oxygen concentration values for each
station. The temporal resolution of the data can be considered satisfactory;
despite only one monthly value is available for each property and the limited
data for winter months, there is enough resolution to portray the seasonal
patterns of the system.

For simplicity, and also because data temporal resolution constraints,
results are analyzed on a seasonal scale and not a diurnal or tidal time scale
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(on the order of hours). Only the results of the last year of the simulation
(2004) are presented and discussed. To avoid an excessive information, only
the major features are highlighted in the results. A more detailed result
analysis is also restricted to the properties whose values are available from
in situ observations. But in accordance with the aim of the application,
other results will be analyzed and discussed whenever found relevant to
understand the model dynamics and/or explain some characteristics of the
system.

4.3 Results

4.3.1 Model calibration

As a preliminary step to the model calibration, ranges where checked for
each of the major model parameters whenever available. For the reference
situation, the adopted parameters values were the same used in the previous
chapter for diatoms (used to characterize the silica-dependent group) and
�agellates (used to characterize the non silica-dependent group).

A better �t for chlorophyll concentration was achieved by adjusting
the Chla-speci�c initial slope of the photosynthesis light curve

�
�Chl

�
to a

smaller value (see equation 2.42). The adopted value of 1.7 mgCm2(mgChlWd)�1

is a standard value found within the ranges mentioned by Geider et al. [41]
for some phytoplankton groups. Another parameter governing phytoplank-
ton growth (silica-dependent producers) that was changed by model calibra-
tion was the silicate uptake Michaelis constant (ks). The adopted value was
0.08 mgS i l�1. Half-saturation constant concentrations values for silicate
reported in the literature range between 0.000843 to 0.094663 mgS i l�1

[143] for marine and coastal diatoms.
The de�ned value for biogenic silica proved to be too low to account

for a recycling of silica in the system. So, to avoid unrealistic shortage of
silicate, the silicate dissolution rate was doubled. For the dynamics of semi-
labile and POM hydrolysis mediated by bacteria, some empirical values were
chosen (V POMhyd = 0:5 d�1 and V DOMsl

hyd = 1:5 d�1; see table 2.8 for details).
Finally, to adjust model results to the observed concentration of ammonium
and nitrate in the system, the nitri�cation light limitation was removed and
the nitri�cation rate slightly increased to 0.1 d�1.

4.3.2 Data from sampling sites

In situ data show a seasonal trend in ammonium concentration, with lower
values observed during summer months in all monitored sites, as portrayed
in �gure 4.4 where discrete values are plotted. Site 1 shows consistently
the highest measured values, reaching 0.25mgN l�1 in late October. The
same seasonal trend can be observed for nitrate concentrations, but its only
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evident in data from sites 2, 3 and 4, where a marked decrease is evident in
summer. Nitrate concentrations reveals a clear longitudinal distribution pat-
tern with decreasing concentrations from upper areas of the estuary (station
1) to the river mouth (station 4). Like ammonium, higher values (>0.8mgN
l�1) are found in site 1, only in winter. Table 4.1 summarizes the mean val-
ues for each monitored variable at each site. The results clearly show that
values are systematically higher at site 1 and decrease towards site 4.

Of all measured parameters, chlorophyll a has the most striking seasonal
pattern. Data shows the typical pattern of a spring/summer bloom after low
concentrations in winter (< 2mgChla m�3). After winter period with low
values, chlorophyll concentration starts to increase in mid-spring, reaching
its highest values (> 10mgChla m�3) in summer. By the start of Autumn
(measures made at September 22), chlorophyll concentration shows a clear
decreasing trend. The most obvious spatial and temporal pattern appears
to be the higher chlorophyll concentrations inside the estuary (sites 1 and
2).

Finally, the oxygen concentration is very spatially homogenous (see Table
4.1). Values range from 6 in winter to 10mgO2 l�1 in summer. Only a slight
increase in concentrations can be noticed during summer, coinciding with
the increase in chlorophyll concentrations. There is also a slight increase by
the end of the year that falls outside the seasonal pattern observed during
the entire year.

All monitored variables show a seasonal �uctuation but with di¤erent
magnitudes, both spatially and in time. It is evident by looking at these
results that there is a link between all parameters, easily explained by the
chlorophyll values. As already mentioned, the increase in chlorophyll is in
phase with the increase of dissolved oxygen in water, as a result of the
increase in production and consequent oxygen production. The same is true
for ammonium and nitrate, only here the increase in chlorophyll overlaps
the decrease in these nutrients as a result of uptake. However, it must be
stressed that the in�uence of river discharge cannot be ruled out of this
explanation. By looking at �gure 4.3 it is possible to infer the importance
of the Tagus river on each property evolution in time and space (discussed
below).

4.3.3 Temperature and salinity

Model results for temperature show the typical pattern of mid-latitude estu-
arine system, both spatially and seasonally. In �gure 4.5 (for simplicity only
results for MS1 and MS4 are shown) its possible to see that temperatures
are higher during summer months, reaching 25 �C at MS1. In addition,
the spatial di¤erences are also easily noticed because lower temperatures
(~17 �C) are observed at MS4 in the same time period. Besides, the tem-
perature range is much greater inside the estuary (12-24 �C at MS1 and
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Figure 4.4: Comparison of measured parameters between all monitored sites.

Table 4.1: Anual average for measured parameters at each monitoring site in Tagus
estuary during 2004.

Ammonium Nitrate Chlorophyll Oxygen
Site mgN l�1 mgN l�1 mgChlam�3 mgO2 l

�1

1 0.17 0.74 5.66 8
2 0.13 0.52 3.42 7.14
3 0.12 0.46 3.5 7.67
4 0.1 0.37 3.13 7.79
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only 14-18 �C at MS4). Upper estuarine areas have both higher and lower
temperature values, reaching both temperature extremes. The temperature
�elds at di¤erent times of the year, illustrated in �gure 4.6, allow a detailed
look at the temperature variation inside the studied system, especially the
horizontal gradients.

Salinity follows the same general patterns of temperature (�gure 4.5),
with a wider range of values observed up inside the estuary (from less than
5 PSU up to a little over 25 PSU observed at MS1) and small variations
at the estuary mouth (27-35 PSU at MS4). Also like temperature, salinity
values reveal a strong seasonal �uctuation, specially in the inner areas of
the estuary. But unlike temperature, higher values are observed at the river
mouth and lower salinity concentrations in the upper areas. Salinity shows a
stronger signal of tidal in�uence with marked fortnightly �uctuations caused
by the spring/neap cycle. Salinity �elds at di¤erent times of the year are
represented in �gure 4.7.

4.3.4 Cohesive sediments

The concentration of cohesive sediments in the water column also shows
a great variation, both in time and in space. Taking MS1 as an example
(�gure 4.5), concentrations range from 42 to 111mg l�1. Higher values
are observed during winter months, while late summer months register the
lowest concentrations for the entire system. This observation becomes obvi-
ous when comparing cohesive sediments concentrations at di¤erent stations,
with values consistently higher at MS1 when compared with MS4. Lower
estuarine areas show a much narrower range of variation (43 to 45mg l�1).
The spatial discrepancy in suspended sediment concentration is particularly
evident in winter months (�gure 4.8).

4.3.5 Nutrients

Model output and in situ data for ammonium are shown in �gure 4.9, where
model results and data are compared for all stations. A fairly reasonable
agreement between observations and model results is attained for all sta-
tions, both in respect to the seasonal patterns and the concentrations mag-
nitude. Nevertheless, the model reveals a sharper seasonality in ammonium
concentrations, especially in upper stations. As mentioned earlier, in situ
data shows that concentrations are very similar among stations, but with
station 1 having the higher measured values (�gure 4.4). Model results,
however, show a clear decrease in ammonium concentrations from the upper
estuary areas to coastal zone, notice in �gure 4.9, possibly as a result of
the river discharges in winter and of mineralization in summer. A major
di¤erence between model station results is that the marked seasonal pattern
observed in MS1 tends to decrease in magnitude as we move towards MS4,
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Figure 4.5: Temperature, salinity and cohesive sediments concentration evo-
lution calculated by the model at MS1 and MS4.
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Figure 4.6: Model results for the temperature �eld (�C) in Tagus estuary
area in winter (left) and summer (right) conditions. Model predictions for
Julian day 43 and 177 for winter and summer results, respectively.

Figure 4.7: Model results for the salinity �eld (PSU) in Tagus estuary area
in winter (left) and summer (right) conditions. Model predictions for Julian
day 43 and 177 for winter and summer results, respectively.
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Figure 4.8: Model results for suspended cohesive sediment (mg l�1) distrib-
ution in Tagus estuary area in winter and summer conditions (left and right,
respectively). Di¤erent color scales are used to enhance the spatial pattern.
Model predictions for Julian day 43 and 177 for winter and summer results,
respectively.

denoting a decrease in�uence from river discharges.
The spring decrease in ammonium concentrations begins earlier in model

results, but shows agreement with the observations. The lower summer
values are produced correctly, but usually with slightly higher values in
model results in sites 1-3 and lower in station 4 (with concentrations below
0.15mgN l�1) when compared with sampled values. In MS1 it is possible to
notice that the model shows the lowest values (0.1mgN l�1) by the end of
summer, a fact that clearly contradicts the observations. The sharp increase
in Autumn�s observations is not correctly reproduced by the model because
it only returns to previous summer value range. Nevertheless, the model is
able to match measured values. Model results for ammonium reaches highest
concentration in winter (> 0.6mgN l�1), but the lack of measurements at
this time of year prevents any validation.

Nitrate concentrations showed a similar marked seasonal pattern in all
studied sites (�gure 4.10), with higher values in winter and a sharp decrease
in summer. By comparing model results with in situ data, it is possible to
notice that the model captures the yearly �uctuation in nitrate values, but
a correct match between model and observations is seldom achieved (e.g.,
MS1). As an example, the observed decrease in summer for nitrate values
observed in all monitored sites (�gure 4.10) are reproduced accurately by
the model but not its absolute values. Therefore, the model reproduces the
seasonal pattern observed in the monitored sites and gives a fairly approxi-
mation to the measured values. As with ammonium concentrations, nitrate
seasonal pattern is not so evident in MS4, where concentrations tend to re-
main low the entire year (always below 0.5mgN l�1). It must be highlighted
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Figure 4.9: Ammonium values from sampling sites versus time series output
from model stations.
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that the model systematically overestimates ammonium in the system and
at the same time it underestimates nitrate concentrations. Even so, results
are still in the same order of magnitude of measured values.

Nitrate results also share with ammonium results the marked depression
in concentrations at MS1 by the end of the summer. Unlike for ammonium,
there are no sources of nitrate by mineralization and so its decrease is more
pronounced, almost being depleted. It must be stressed that data is un-
available to allow any kind of validation of this result. Also in MS4 very low
concentration values of nitrate are observed in the model, only in this case
during the entire bloom period. The model clearly fails to converge to the
observed values at this station.

There are no phosphate and silicate acid data available to compare with
model results. As such, only model results are presented for each model
station in �gures 4.11 and 4.12. Both nutrients show a seasonal pattern with
higher concentration in winter months, decreasing towards summer when the
lower values are observed, and then increasing again as autumn advances. In
addition, both nutrients show marked depression in concentrations during
summer months, more pronounced in upper estuarine stations given the
great di¤erence between winter and summer concentration values (between
0.1 and 1.35mgP l�1 for phosphate, and 0 and above 6mgSi l�1 for silicate
acid). The same spatial pattern is observed in phosphate and silicate acid,
namely, a decrease in concentrations and seasonal values amplitude from
MS1 to MS4.

In situ data resolution is detailed enough to suggest that there is a gen-
eral spatial and temporal pattern of nutrient concentrations in the system,
with higher values observed in autumn/winter months and in the upper
estuarine areas, denoting a clear in�uence from the river Tagus discharge.
Nutrient concentrations tend to be lower with increased distance from the
upper estuary areas. So, the nutrient availability in the estuary is season-
ally related to river �ow. Nutrient concentrations decrease in summer is a
result of a marked decrease in the discharges and of increased demand by
producers.

The model is able to portray this temporal and spatial variation. The
rate and timing of the marked decrease of nutrients in the water is generally
correct, as is the subsequent increase in autumn. These patterns, however,
are better observed with horizontal concentration �eld plots as shown in
�gure 4.13 for nitrate, inorganic phosphorus and silicate acid at di¤erent
times of the year. Pro�ting from MOHID post-processing software tools
these �elds are easily constructed, allowing a better perception of model
performance. All nutrients follow the same approximated pattern, changing
only in the magnitude of the concentration values.

Of particular relevance in model results is the fact that, while experienc-
ing variable periods of low concentrations, none of the nutrient is entirely
depleted in the system during summer.
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Figure 4.10: Nitrate values from sampling sites versus time series output
from model stations.
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Figure 4.11: Model predictions for phosphate evolution in time at all model
stations.
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Figure 4.12: Model predictions for dissolved silica evolution in time at all
model stations.
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Figure 4.13: Model results for nitrate (top, mgNl�1), inorganic phosphorus
(middle, mgNl�1) and silicate acid (bottom, mgSil�1) horizontal distrib-
ution inside the estuary. Model predictions for Julian day 43 and 177 for
winter (left column) and summer (right column) results, respectively. Dif-
ferent scales are used for winter and summer to enhance spatial pattern.
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4.3.6 Dissolved oxygen concentrations

By comparing the oxygen concentrations of model results and measured data
(�gure 4.14) it is possible to acknowledge that the model is able to reproduce
the general tendency of the evolution of this property. The di¤erent interval
range of dissolved oxygen in data in the various check points is reproduced
reasonably well for all sites. Nonetheless, the observed higher values in
summer are not reproduced by the model for MS3 and MS4. Results denote
that the oxygen balance in the system is satisfactorily achieved. However,
some discrepancies are observed, mostly in sites 3 and 4 and also in MS1 and
MS2 in February. The oxygen concentration value observed in November
at site 4 (10 mgO2 l�1) is probably an outlier and, therefore, must not be
considered as representative.

4.3.7 Phytoplankton

The simulated phytoplankton chlorophyll distribution (�gure 4.15) shows
that the model reproduces the observed strong seasonal variation with a late
spring/early summer peak in abundance, although with a lower magnitude
in most cases. Measured values for the late-spring and summer months
show consistently higher values for chlorophyll than those obtained from
the model. Taking MS1 as an example, while in situ data reaches 15.5
mgChla m�3, model results only reach a total (sum of the chlorophyll of
both groups) maximum of 13.3 mgChla m�3 at the bloom peak. But while
missing the timing and magnitude of the bloom peak, the model shows a
good �t for June and July at this site. The strong oscillation seen in the
results, induced mainly by the diel light regime and the tide, can account
for this �t The discrepancy between model predictions and data is more
pronounced in MS2 and MS3 for the long term.

Observations indicate that despite being triggered at the same time, the
timing of the maximum bloom peak is di¤erent among sites. Model results,
on the other hand, show a slightly di¤erent scenario with the bloom peak-
ing simultaneously in May at sites 2, 3 and 4, and some later at site 1.
In addition, the decay of the simulated bloom is faster than the observed
distribution suggests. After an initial bloom, total chlorophyll estimated by
the model starts to decrease. Data reveal a decreasing tendency too, most
clearly noticed at site 1 and 3. But while retaining this pattern, observed
values and model results does not coincide as well everywhere. The model
predicts smaller subsequent peaks in phytoplankton in late summer. How-
ever, observations to support the existence of this feature were insu¢ cient
or not available. The spatial distribution of chlorophyll in the estuary, por-
trayed in �gure 4.16 for diatoms, reveals some curious patterns. In winter,
higher concentrations of chlorophyll can be found in mid estuarine areas and
in the south banks, while in summer there is a clear gradient from low con-
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Figure 4.14: Dissolved oxygen values from sampling sites versus time series
output from model stations.
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centrations in the lower estuarine area to high concentrations in the upper
areas.

Time series for chlorophyll distribution and C:Chla ratio evolution ob-
tained by the model are represented in �gures 4.17 and 4.18 for diatoms and
non silica-dependent producers, respectively. Chlorophyll concentrations in
diatoms tend to decrease along the transect, with higher values observed
for MS1 and lower values at MS4. In all station, however, it is possible
to identify the seasonal �uctuation. An inverse pattern is observed for non
silica-dependent producers, that show higher values at MS4 and lower val-
ues at MS1. Hence, diatom dominance decreases and non silica-dependent
producers dominance increases seaward.

A common feature to both producers groups in all model station is the
seasonal �uctuation in C:Chla ratio (�gures 4.17 and 4.18). There is a
general pattern of lower values of C:Chla during Autumn/Winter months
and higher values in Spring/Summer. The values for C:Chla vary around a
minimum of 46 and 44, and a maximum of 114 and 102, in diatoms and non-
silica dependent producers, respectively. Despite the constant �uctuation in
the ratio, the increasing and decreasing tendency seen throughout the year
shows a clear adaptation to the changing conditions of the system. Besides
the clear temporal pattern in the C:Chla ratio, there is also a spatial pattern,
though not so obvious. Even with a small di¤erence in values between
stations, they are systematically lower in upper areas when compared with
the observed ratios at the river mouth. Taking diatoms as an example, the
mean annual C:Chla ratio increases from 78 in MS1 to 88 in MS4, re�ecting
the better underwater light climate in the outer estuary.

4.3.8 Decomposers

Decomposers biomass distribution in time does not show any distinctive
pattern. Bacterial biomass is relatively constant when analyzed at a smaller
time scale (days), but it varies monthly and seasonally. Model results show
that except for MS4, higher values are usually found during autumn and
winter (�gure 4.19). In addition, concentrations are more steady in this
period of the year. MS4 has a reversed pattern with higher values observed
during summer. However, when comparing values at the di¤erent stations,
higher values are found up inside the estuary in late-summer, reaching 0.32
mgC l�1 in MS1.
Because bacteria depend on organic C substrate for growth, but also

of inorganic nutrients, its distribution patterns and abundance follow the
abundance of DOM and nutrients inside the estuary. For that reason, de-
composers biomass is usually higher in winter conditions and in upper es-
tuary when the river �ow is higher, discharging high loads of nutrients and
OM in the system (middle row in �gure 4.16).

The alternation in the allochtonous and autochthonous control is obvious
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Figure 4.15: Chlorophyll values from sampling sites versus time series output
from model stations. Model results are from total chlorophyll, i.e., the sum
of the chlorophyll content from both producer groups.
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Figure 4.16: Model results for diatoms chlorophyll content (top,
mgChaam�3), decomposers biomass (middle, mgCl�1), and consumers bio-
mass (bottom, mgCl�1) horizontal distribution inside the estuary. Model
predictions for Julian day 43 and 177 for winter (left column) and summer
(right column) results, respectively. Di¤erent scales are used for winter and
summer to enhance spatial pattern.
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Figure 4.17: Model results for diatom Chla concentration (grey line) and
C:Chla ratio (bold line) dynamics.
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Figure 4.18: Model results for non silica-dependent producers Chla concen-
tration (grey line) and C:C:Chla ratio (bold line) dynamics.
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Figure 4.19: Bacterioplankton carbon biomass calculated by the model at
the monitoring sites.

in the distribution of OM and nutrients. Both are usually depleted during
summer when there is not su¢ cient inputs to ameliorate its shortage. During
this time, the OM matter produced inside the system is the main source of
C substrate.

4.3.9 Consumers

Given its dependence on living biomass as source of C and nutrients (either
in the form of producers or decomposers), consumers biomass and distribu-
tion patterns are determined by the abundance of prey and temperature. As
such, the abundance of consumers is a consequence of the availability of prey.
Looking at �gures 4.16 and 4.20, it is possible to see that the higher concen-
tration in summer are a direct consequence of the abundance of producers
and decomposers. As expected, consumers biomass reaches higher values in
the upper estuary all year around as portrayed in �gure 4.16 (bottom row).
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Figure 4.20: Consumers carbon biomass calculated by the model at the
monitoring sites.
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4.3.10 Organic matter and biogenic silica

The abundance of organic matter in the estuary is clearly linked to organisms
activity and discharges to the system. The in�uence of the discharges is
most clear in POM and labile DOM concentrations. As with inorganic
nutrients, the Tagus river discharge contribution is more evident in the OM
distribution patterns and concentrations in the system. Also because Tagus
is the major source of OM to the system, its availability decreases with
increasing distance from the river, as can be seen in �gures 4.21 to 4.23. In
the case of POM, river �ow not only provides an input to the system, but
it also contributes to the resuspension of deposited POM along with the all
the processes conditioning the hydrodynamic regime like the tidal prism.

The contribution of biological activity to the OM balance is more obvious
when looking at semi-labile DOM concentrations. While POM and DOM
either sediment or are consumed by decomposers, the increased sinking rates
and decomposers demand helps keeping concentrations low during summer
months when the river discharge is low. Because DOMsl is not readily
available for consumption by decomposers, it tends to accumulate in the
system, as can be seen in �gure 4.23. The spring/summer blooms explain
the increase in DOMsl concentrations observed in this time of year.

Biogenic silica, much like OM, shows a clear relation with Tagus dis-
charge, their concentrations being higher in months of high river �ow (�gure
4.24). There is a clear depression in the concentration around May, followed
by a continuous increase during summer. The sudden change can be at-
tributed to the loss of in�uence from the river and the increased in�uence
of biological activity. High values of biogenic silica during summer, partic-
ularly at MS1, are a result of diatoms mortality, either natural or due to
grazing.

All forms of OM and also biogenic silica have the same spatial distri-
bution pattern inside the estuary, much like the pattern already observed
for other properties. An example of this pattern can be seen in �gure 4.25.
At the same time instance, higher values are usually observed in the upper
areas of the estuary where the river in�uence is greater.

4.4 Discussion

Considering that observational data sets always include components of vari-
able or uncertain accuracy and gaps in temporal/spatial coverage, using
such data sets to evaluate model performance and balancing their mutual
de�ciencies is a major challenge. Rigorous model evaluation requires broad
compatibility between resolution and accuracy in models and observations
- temporally, spatially (horizontal and vertical) and in parameter range [5].
Even with a low temporal resolution, especially during winter months, there
is enough available data for a satisfactory characterization of seasonal pat-
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Figure 4.21: POM concentration calculated by the model at the monitoring
sites.
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Figure 4.22: Labile DOM concentrations calculated by the model at the
monitoring sites.
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Figure 4.23: Semi-labile DOM concentrations calculated by the model at
the monitoring sites.
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Figure 4.24: Biogenic silica concentrations calculated by the model at the
monitoring sites.
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Figure 4.25: Model results for POC (top), DONl (middle), and DOCsl
(bottom) horizontal distribution inside the estuary. All values im mgCl�1.
Model predictions for Julian day 43 and 177 for winter (left column) and
summer (right column) results, respectively. Di¤erent scales are used for
winter and summer to enhance spatial pattern.
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terns. The same can be said about the spatial resolution because it enables
the identi�cation of spatial patterns inside the estuary.

Reproducing the timing and magnitude of events such as spring blooms,
is usually a basic achievement expected from any pelagic ecological model.
The discrepancy between model output and observations in some properties
sometimes can indicate limitations in the model, inadequate or unrealistic
parameterization, lack of detailed input values for river discharges and loads,
absence of signi�cant hydrodynamic processes, or even inappropriate initial
conditions. As an example, the failure of the model to simulate the biomass
peak may either have been the result of (1) low input values of phosphorus
in the Tagus discharge, (2) �awed assumptions (e.g., extremely high graz-
ing pressure), or (3) incorrect values for the production parameterization
(chlorophyll synthesis, growth rates, etc.).

The model limitations are somehow clear, given the fact that being a
model for the water column, it neglects the importance of benthic processes
that play an important role in a shallow system such as Tagus estuary. As
for the parameterization used in this model application, despite being based
on published sets of values or derived from calibration, they still need fur-
ther assessment and validation for each particular case. So, part of the error
in the solution is undoubtedly related to the adopted parameterization. Fi-
nally, to avoid the additional uncertainties that might come from the inputs
to the system, a detailed set of �ow values and loads is required for all
discharges.

Nevertheless, for the scenarios investigated here, the observation of bio-
geochemical parameters could be qualitatively reproduced and sometimes
a satisfactory quantitative agreement was achieved. There are many rea-
sons why a better quantitative agreement has not been attained. The most
obvious have already been mentioned above, but the identi�cation of other
possible factors impairing model performance will still need a more detailed
approach.

4.4.1 Hydrodynamic processes

The strong dependence of biogeochemical parameters on the applied tur-
bulence closure scheme is obvious in this scenario. The transport scheme
is important for food webs in marine systems since much of the observed
structure in plankton populations results from the e¤ects of the circulation
patterns. And these patterns are particularly relevant in estuaries given
their complex �ow regimes. The choice to implement a 2D hydrodynamic
model to the domain are clearly justi�ed on the know characteristics of the
estuary, namely its shallowness and hydrodynamic regime. Previous mod-
elling experiences using MOHID hydrodynamic model [54, 144] have shown
that 3D e¤ects are only relevant close to the mouth and during high �ow
periods. As such, the limited area does not justify a full 3D application
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because the bene�ts would not outweigh the cost of such a computation-
ally demanding scenario. The Tagus estuary is a typical well mixed estuary
where vertical strati�cation, whether induced by temperature, salinity, or
both, is absent. Except for a few con�ned areas in the upper-estuary, where
the hydrodynamic regime might be characterized by high residence times,
strati�cation is unlikely to occur. Nevertheless, the model has the ability
to address such complex physical-biological interactions usually observed in
strati�ed systems if conditions so require.

Being outside the aim of the present study, no special attention was paid
to the hydrodynamic regime along the coastal shelf outside the estuary.
This area is characterized by upwelling events in late spring and summer
[145], with nutrient enrichment of surface waters and an associated high
productivity. By not taking this process into account, it is possible that the
simulation may fail to correctly represent some parameters like chlorophyll
and nutrient distribution in the estuary, because production and nutrients
in the upwelling areas can be imported into the system, ultimately enriching
the lower estuary during low river �ow months.

4.4.2 Abiotic conditions

Temperature and salinity inside the estuary are both strongly controlled by
river discharges and the tidal-induced circulation. The evolution in time
(scale of weeks to months) of their spatial pattern is clearly linked to the
�uctuations of the Tagus river �ow. In the case of temperature, the seasonal
variations in the light regime characterized by the increase of radiation reach-
ing the surface and being absorbed by water molecules and suspended matter
contributes to the temperature increase in summer. Seasonal variations also
induce an increase in the atmospheric temperature, leading to heat transfer
from the atmosphere to the water. Together, irradiance and atmospheric
temperature, account for the increase of water temperature from late-spring
months, all through summer, and only decreasing whit the start of autumn.

Salinity inside the estuary shows the extent of the in�uence of the River
Tagus and of the saline intrusion controlled by the tidal oscillations. In
winter months, with Tagus River �ow reaching maximum values (~920
m3 s�1, �gure 4.3), salinity distribution inside the estuary is characterized
by lower values when compared with summer months. In summer, with river
discharges reaching minimum values, the hydrodynamic regime controlled
mainly by tidal cycles leads to a much more extensive saline intrusion to the
estuary.

Given that the cohesive sediment concentrations in the water have two
possible sources, river discharge and resuspension, its evolution in time has
a clear seasonal signal induced by the variation in the Tagus river �ow,
another signal in�uenced by the fortnight cycles of neap/spring tides, and
�nally a semi-diurnal signal determined by the tidal cycle. Because cohesive
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Figure 4.26: (a) Surface elevation for a period of two days, and (b) cohe-
sive sediment concentration in winter and summer. Results from MOHID
hydrodynamic model at MS1.

sediments decrease light penetration in the water column, they have a direct
in�uence on phytoplankton production. Therefore, the daily, monthly and
seasonal �uctuation in sediments eventually shape the production patterns
inside the estuary. River discharge can be considered as the major input
to the system during winter, while resuspension can be considered as the
major source during summer when river discharge reaches the lowest values.
In �gure 4.26 it is possible to see the concentration of cohesive sediments
in water at MS1 in winter and summer regime. The concentration of sedi-
ments in water varies among seasons, revealing the strong in�uence of Tagus
discharge. Also in �gure 4.26 it is possible to see the semi-diurnal tidal cy-
cle (expressed in the surface elevation) that strongly controls the sediment
deposition and resuspension dynamics inside the estuary.

No attempt was made to calibrate or validate model results for temper-
ature, salinity and sediment dynamics. Given the long history of successful
applications of the MOHID hydrodynamic model ([54, 142, 144, 146, 55]),
with Tagus estuary among many others, these features have already exhaus-
tively tested and the calibration and validation properly achieved. As such,
this study relies on the assumption that the model correctly simulates these
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properties in the system based on past successful applications.

4.4.3 Limitation to production

The controlling mechanisms on the production of estuarine and coastal sys-
tems are usually summarized in �ve major conditions: (1) nutrient avail-
ability, (2) temperature, (3) grazing, (4) ambient light, and (5) transport.
The model application con�rms to some extent that though the residence
time may shape the chlorophyll patterns in the system, it does not act as a
limiting factor, as has already been observed with a simpler ecological model
application to this system [144].

Usually, the large signal from nutrient variability draws attention away
from other relevant processes. However, both experimental [139, 147] and
numerical studies [148, 144] have pointed out light as the major limiting
factor both inside the estuary and in coastal areas in�uenced by the river
plume with high concentrations of suspended matter [147]. The results
obtained by the model corroborate this scenario. But while imposing a limit
on the production inside the system, results imply that the light climate,
together with the hydrodynamic processes that regulate nutrient availability
and temperature, strongly shape the observed zonation.

The model application reveals a complex interplay of physical, chemical
and biological factors shaping the biological patterns inside the estuary. A
seasonal cycle is evident in the results, mostly governed by irradiance and
the Tagus river discharges. Organic matter, phytoplankton and bacterio-
plankton biomass values found in this study are in the same range of values
observed in other estuarine systems [149] with higher values in inner estuar-
ine areas, with a limited circulation, and lower values in the main channels
with high hydrodynamic regimes. This implies that despite di¤erences be-
tween model results and data, the model can still capture the main features
of such a system.

Production in estuaries is usually limited by nutrient availability, light,
or both. The results suggest that each limitation process may play a role in-
side the Tagus estuary, and sometimes they may act together to maintain the
producers biomass relatively low. Some contrary e¤ects may also occur. In
summer months, the decrease in the input of fresh water and lower nutrients
is somehow compensated by the increase of water transparency. However,
the Tagus hydrodynamic features imposes a relatively high sediment resus-
pending regime which helps to maintain high concentrations of sediments in
the water column, therefore compromising the light penetration.

4.4.4 Residence time

The formation of blooms inside the estuary is controlled by local conditions
and transport-related mechanisms that govern biomass distributions. Bio-
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mass abundance at any particular place and time is a function of (a) spatial
variability of population dynamics, and (2) spatially variable transport of
water. As such, the analysis of the results must be made with these di¤erent
controls in mind.

The �rst control can be de�ned by the local combinations of both bi-
otic and abiotic parameters responsible for the balance between production
and loss (turbidity, nutrients, grazing pressure, etc.). Therefore, local con-
ditions control net population growth at a particular spatial location. The
second major control - transport - determines biomass concentration and
distribution, thus controlling if and where a bloom actually occurs (favor-
able conditions for patchiness vs. dispersion of mass through the domain,
etc.). The transport inside the estuary determines the residence time of the
water in di¤erent parts of the system, determining if phytoplankton stay
the necessary time to generate a bloom, but also conditioning the exchanges
between sediment and water column.

The relation between freshwater �ow and accumulation of phytoplank-
ton biomass in estuaries is complex. In some estuaries where the processes
of material transport are mostly driven by tidal �uxes, the semi-diurnal vari-
ability will prevail over seasonal e¤ects. In the Tagus estuary, considering
the high �ow from the Tagus river, transport is driven by both tidal �uxes
and river discharge. River discharges are particularly relevant in winter
months characterized by high �ow values. While high freshwater inputs can
stimulate primary production by importing nutrients into the system, the
development of blooms is only possible when the net rate of biomass accu-
mulation exceeds the losses (either by biotic or abiotic means). Therefore,
low river inputs causing long water residence times allow the accumulation
of phytoplankton and may act as the triggering factor of a bloom. The link
between river discharges and the start of the spring bloom (both in model
results and in situ data) clearly reveals the in�uence of the residence time
controls mainly by the river discharges that are decreasing in this time of
year.

Chlorophyll distribution inside the estuary shows a clear dependence on
the hydrodynamic circulation. Optimal bloom conditions only occur in mid
and upper estuarine areas, a fact that is explained by the high residence
times in these regions. Previous studies of the residence time inside the
estuary using the MOHID tools [144] have shown that in the middle areas
of the estuary the residence time is around 25 days, whereas in the narrow
areas near the river mouth the residence time is much shorter in�uenced by
advection. The tidal �at areas located in the south and southeast margins
of the estuary also have residence times lower than 10 days. In these areas,
the renewal e¢ ciency is regulated by the exchange of water with the cen-
tral part of the estuary. Also, the water exchange between the riverine and
coastal system allows a faster dilution of bloom in these areas while the more
stagnant conditions in the upper estuary keeps the bloom together. Ulti-
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mately, the hydrodynamics in�uence the chlorophyll patterns in the estuary,
de�ning where blooms may occur. By comparing the Tagus �ow and the
timing of the bloom formation it is possible to notice that lower river inputs
and long water residence times during summer enhance the accumulation of
phytoplankton.

4.4.5 Underwater light climate control

Together with the shallowness of the estuary, the balance between freshwater
and saline water controlled daily by the strong tidal currents and in�uenced
seasonally by the river contributes to the absence of a vertical strati�cation.
River in�ow, re�ecting climate variability, a¤ect biomass through �uctua-
tions in �ushing, but also induces changes in the growth rates through �uc-
tuations in total suspended solids. Despite there may be several regulatory
mechanisms acting at the same time or with particular spatial/temporal rel-
evance, the results indicate light availability as the major control inside the
estuary. This is a common feature to other estuaries [138]. The resuspen-
sion of �ne sediments induced by the strong tidal currents determines the
underwater light climate. Tidally driven resuspension, and riverine source
of sediments might be important mechanisms in�uencing suspended matter
concentration, determining the photic depth in the water column. So, even
when nutrient concentrations are relatively high, light availability will be
the key limitation.

The high turbidity inside the estuary, typical of mesotidal estuaries along
the European Atlantic seaboard, resulting from strong tidal currents and re-
suspension of �ne particles, will limit phytoplankton growth. Hence, in this
kind of systems, light is a key limiting factor for pelagic primary production
[150]. Because the estuary is well mixed, phytoplankton populations have to
adapt to continuously changing irradiance conditions ranging from complete
darkness to saturating light. Under such conditions, a photo-adaptation
mechanism like the production of chlorophyll in response to environment
optical conditions is a better approximation to the estimation of chlorophyll
than the use of �xed C:Chla ratios.

The results denote the higher control of light in Autumn/Winter as a
consequence of: (1) higher river discharges and sediments and organic mat-
ter in the water column, and (2) the natural light regime characteristic of
temperate zones. To compensate for lower light levels, the model increases
the chlorophyll content of the cells, explaining the observed patterns (�g-
ures 4.17 and 4.18). Despite the correct characterization of the evolution of
the C:Chla ratio, the values are relatively higher than would be expected.
Because the chlorophyll synthesis also depends on the nitrogen uptake, the
observed �uctuation in the C:Chla ratio in model results are explained by
the variable uptake of this nutrient. A quick look at the variation of both
ammonium and nitrate makes this point clear. Higher biomass values were
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found in the upper estuary re�ecting the higher availability of nitrogen, both
recycled in the system and added via river discharge, but also because of
the higher residence time in this area of the estuary. The lower values were
observed near the main channel (MS2 and MS3) as a consequence of the
higher hydrodynamic circulation imposed mostly by tidal regime and mag-
nitude. Despite the wind-induced oceanic circulation in the outer estuarine
zone, the conditions are still favorable to an accumulation, explaining the
increase in chlorophyll concentration from MS2 to MS4.

There is a clear control by light inside the estuary as it can be seen by the
result analysis. This control has already been revealed by a detailed mod-
elling e¤ort using the MOHID hydrodynamic model with a coupled NPZ
water qualify model [56]. In a study to assess the e¤ect of di¤erent nutrient
loads to the Tagus system, a two-fold increase in the loads has proved to
have minor e¤ects on the total primary production inside the system. This
previous application with the MOHID modelling system has reinforced the
concept of light limitation already proposed by other experimental and nu-
merical studies ([139, 147, 148]).

4.4.6 Temperature and predation

Water temperature has an impact on the dynamics of the system because
it regulates all biological rates. Therefore, the clear seasonal �uctuations in
producers, consumers and decomposers is in�uenced by temperature. Be-
cause temperature �uctuation over the year follows the radiation �uctuation
closely, its in�uence on producers is di¢ cult to be separated from light in-
�uence. Results suggest that both forcing functions in�uence producers.

In some systems, predation is considered as the major control on phyto-
plankton abundance. There are no data available for the Tagus estuary that
allow an assessment of this control by consumers. The lack of data on the
trophic structure in the estuary makes it impossible to determine the full
magnitude of this control. Model results show that consumers abundance
follows prey abundance closely, but a control on prey populations cannot
be inferred from this observations alone. Consumers have a clear regulation
by temperature, as can be seen in �gure 4.20. Consumers concentration are
relatively low during winter. Results reveal that during this period of the
year, mainly decomposers support consumers standing stock. The marked
increase in late-spring that extends throughout summer is a response to the
producers concentration increase, but also an increase in the growth rate
induced by higher water temperatures.

As far as any inference from model results may go, temperature and
predation exert an ambient and top-down control, respectively. Such control,
either from temperature or predation, can be considered as a shaping factor
for producers standing stock temporal and spatial distribution, but not as
a limiting factor inside the system.
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4.4.7 Nutrient control

In this study, nutrients do not limit production in the system but appear
to exert some control on the producers group dominance. This is particular
relevant for silica, because there is a clear decrease in diatoms dominance
from inner estuarine areas towards the estuary mouth. In situ data does
not seem to agree with this limitation given that high values of silicate
acid have been observed in the coastal areas outside the estuary in summer
months [147]. As mentioned before, the discrepancy between model results
and observations may be explained by the upwelling phenomena observed in
summer months that enrich the surface layer with inorganic nutrients, silica
included.

On some occasions, model results suggest a phosphorus limitation. But
before any statement can be made about a possible nutrient limitation in
summer, a detailed set of values for phosphorus input via river must be
evaluated to determine any possible underestimation in the loads used in
this study.

The constant values of ammonium observed in the measured data imply
that a great part is produced inside the system, and that this production
is particularly relevant during summer when the river discharges are lower.
Horizontal nutrient gradients re�ect the considerable loadings of nutrients
(N, P and Si) discharged by the Tagus river. The clear zonation observed
in model results re�ects the impact of river discharges in autumn/winter on
one hand, and of biological activity in spring/summer on the other. These
contributions help to explain the consistent higher ammonium concentra-
tion in upper areas, where the discharge contribution is higher and also
biological production and mineralisation. Despite the high demand for am-
monium by producers to maintain the high biomass values found in this
areas, mineralisation (by consumers and decomposers) balances the sinks,
keeping ammonium concentration high in summer. The overestimation of
ammonium and underestimation of nitrate concentrations in the estuary
may indicate insu¢ cient nitri�cation due to incorrect parameterization.

The model shows no signs of severe nutrient depletion in the summer,
supporting the claim that the control of production in the system is not
made by nutrients. The available data for ammonium and nitrate support
this result. Limitation of phytoplankton growth by DIN has already been
established in the upper areas of the estuary during summer [151]. Nonethe-
less, both model results and in situ observation tend to disagree with this.
So, it can be hypothesized that such limitation is not a common occurrence
in the estuary (since in situ data used in this study does not point that way)
or that the model is failing to reproduce this limitation.

Given the model assumption of a variable nutrient quotas, it is possible
to have an idea of the in�uence of nutrient de�ciency that may determine
production at any given time. Such nutrient in�uence can be seen in �gures
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Figure 4.27: Nutrient (N and P) limitation in diatoms observed at model
stations during the entire year. The limitation is expressed in state of nu-
trient reserves (quotas).

4.27 and 4.28, where the nutrient quotas variation in time is shown. In this
case it is possible to notice some mild nutrient limitation during summer
months, especially for phosphorus. For both producers, the limitation is
consistently higher at the mouth of the estuary where the nutrient supply
is limited. Most of the nutrients discharged by the river are consumed in
the upper areas, with only a fraction of it, along with regenerated nutrients
inside the estuary, reach the outer zone of the estuary. This is particularly
relevant in summer months when the river �ow is signi�cantly reduced,
decreasing the its importance in the estuary nutrient enrichment. During
this period, nutrient recycling inside the system becomes more important,
as well as the enrichment via coastal water entering the estuary.

The lack of in situ data for silica and phosphorus prevents any conclu-
sion regarding its role in the control of production. The model clearly limits
diatoms growth as a consequence of silicate acid shortage. Phosphorus lim-
itation for phytoplankton growth has been observed in the Tagus coastal
areas [147], a fact that highlights the relevance of explicitly modelling its
cycle in this particular system. Model results suggest that there is no ap-
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Figure 4.28: Nutrient (N and P) limitation in �agellates producers observed
at model stations during the entire year. The limitation is expressed in state
of nutrient reserves (quotas).
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parent limitation by phosphorus (�gures 4.27 and 4.28) except for �agellates
in MS4, in agreement with observations.

Using the same hypothesis for silica can only be done with in situ data.
Despite the clear relations between silica availability and diatoms concen-
trations denoting a strong control, the high concentration referred in the
literature for the mouth of the river area [147] shows that there is a short-
age of silica in the model, either as a results of low inputs to the system or
excessive sink (lost as biogenic silica and mineralized outside the system).

The lack of a "typical" nutrient control scenario is of particular relevance
in the Tagus estuary case. The estuary receives the discharges from more
than 10 WWTP�s, spread inside the estuary, acting as point sources of
nutrient supply. The estuary receives a nutrient input corresponding to
about 3 � 106 population equivalents (PEQ), resulting from domestic and
industrial discharges [152]. Some more additional WWTP�s are projected
and, therefore, the nutrient load is expected to increase in the near future.
Hypothetically, this increase in nutrients will not result in a net production
increase up to problematic levels. Nonetheless, the input of anthropogenic
nutrients (N & P) may induce a change of Si:N in the system, possible
leading to conditions that allow �agellate dominance over diatoms.

Previous modelling approaches have pointed out the potential role of
seaweeds in the control of the nitrogen balance in the system, by removing
large amounts of this nutrient from the water [148]. MOHID comprises
a macroalgae model already implemented to another Portuguese estuarine
system [153]. This module, however, is not compatible with mohid.Life.1.0
modelling philosophy (multi-nutrient). Hence it was not included in the
present study.

4.4.8 Producers chlorophyll biomass

Assuming that the circulation inside the estuary is well simulated, the un-
derestimation of producers chlorophyll content re�ected in the chlorophyll
concentrations can be caused by a number of factors. In their application of
an improved ERSEM application to the global ocean, Vichi et al.[154] point
out that some of the model biases in chlorophyll distributions in the results
might be related to de�ciencies in the simulation of physical processes or
attributed to inadequate parameterization of important physiological mech-
anisms such as light acclimation. Other reasons could be found in what
Holt et al.[155] mention as the major model limitations: errors in formu-
lation; errors in parameterization; poor knowledge of the initial conditions;
and poor knowledge of external environmental forcing. Based on results of
their modeling study of eutrophication of the Southern North Sea, Allen et
al.[156] found out that one key area where the model parameterization is
weak is the attenuence of photosynthetically available radiation (PAR) in
coastal waters. In the Tagus case, with suspended sediments controlling the



192CHAPTER 4. REAL CASE APPLICATION: THE TAGUS ESTUARY

underwater light ambient (discussed above), the results can be conditioned
by a similar limitation in the parameterization.

The reasons for the incorrect timing of bloom peak and summer abun-
dance in the model are not entirely clear, but possibly the parameter value
for the maximum rate of uptake is too high, leading to a net population
growth when both radiance and water temperature increases in mid-late
spring.

Chlorophyll values estimated by the model are in the usual average range
for this type of system, 2.6 to 20 mgChla m�3 [157]. However, both in
situ data and published data shows higher Chla concentrations in some
bloom events in di¤erent parts of the estuary. In the coastal areas, intense
phytoplankton blooms have been observed, with chlorophyll concentration
ranging from 15-39 mgChla m�3 [147]. These observations also shows the
importance of the mixing process between estuary and the coastal strati�ed
waters that may explain the high Chla values observed in the Tagus coastal
areas during summer months. The range of values for phytoplankton and
bacteria biomass, and POC in model results are within the range of values
observed for the same parameters in Ria de Aveiro [158], a smaller estuary
located in the north of the Portuguese coast.

The initial C:Chla ratio, as well as the C:Chla assumed for all discharges,
was de�ned assuming the canonical value of 60 [159]. To assess the in�u-
ence of this assumption on the overall result of the model, a similar run was
made assuming an initial ration of 100. Despite some minor changes in the
C:Chla throughout the simulated period, this change does not produce any
signi�cant change in the outcome, as it can be notice in �gure 4.29. During
summer, when chlorophyll values are higher, the results converge to almost
identical C:Chla ratios. Taking as an example the diatoms chlorophyll con-
centration shown in �gure 4.29 (top), one can assume that the model is not
highly sensitive to the initial C:Chla in this kind of scenarios.

The C:Chla spatial pattern re�ects the simultaneous control on Chla
synthesis of the light ambient in the water column and the uptake of nitrogen
regulated by its availability. The shallow upper estuarine areas are more
prone to sediment resuspension which a¤ects the light penetration. As a
consequence, higher chlorophyll synthesis production rates are expected.
Nevertheless, because the model implementation is 2D, the available light
used to force the model is depth-integrated in the water column. As such,
deeper areas like the main channel where MS2 and MS3 are located have
lower light levels, which induces the synthesis of Chla, lowering the C:Chla
ratio. The nutrient availability has a concurrent e¤ect. Since ammonium
and nitrate concentrations are systematically higher in the upper estuary,
chlorophyll synthesis is expected to be higher. For this area of the estuary,
the model result show no signi�cant nutrient limitation.
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Figure 4.29: Model outcome for di¤erent initial and forcing C:Chla ratio
conditions: (a) diatoms chlorophyll concentration, and (b) C:Chla evolution
in time. Model predictions for MS1.
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4.4.9 Producer groups

Field studies have shown important di¤erences in species composition in the
Tagus estuarine system [139, 151]. So far, these di¤erences in phytoplank-
ton composition have never been considered in any modelling study of the
system. Therefore, this study can be considered as a �rst step of a numerical
assessment of the role of two functional producer groups in the estuary.

Model results show that diatoms dominate the phytoplankton in the
entire estuary during the entire simulation period. This pattern has been
observed in �eld studies over a one and a half year period [147], implying
that the model is able to correctly reproduce the dominance of these primary
producers. The low levels observed for the non silica-dependent producers
can also be validated by observation of quite low levels of dino�agellates in
the estuary, when compared with diatoms biomass [151]. Dino�agellates are
not representative for the general functional group of �agellates; nonethe-
less their abundance can reveal general patterns of non silica-dependent pro-
ducer�s concentration. When moving towards the estuary mouth, diatoms
dominance tends to fade out and instead the non silica-dependent produc-
ers become dominant. This is a clear response to systematic shortage of
dissolved silica observed in the low estuary area, specially in the summer
months with little or none in�uence of �ushing from the river.

At least one study [139] reports a growing contribution in the percentage
of dino�agellates in the total producers population in the estuary from mid
estuary to lower estuary; at the estuary mouth values ranging from 5 to 16
% in total phytoplankton were estimated. Model results do not reproduce
this contribution quantitatively, but nonetheless they capture the pattern of
increasing non silica-dependent producers towards the estuary mouth.

4.4.10 Heterotrophic bacterial patterns

Many studies of aquatic systems have revealed that bacterioplankton abun-
dance and production is positively correlated with phytoplankton biomass or
production [18, 135, 122]. These observations have lead some researchers to
suggest that the growth of bacterioplankton and phytoplankton is somehow
coupled, with phytoplankton directly stimulating the growth of bacterio-
plankton [86]. The correlation is usually explained on the bacterioplankton
dependence on DOM excreted by phytoplankton as a C-source.

The results show a clear dissociation between phytoplankton and bacte-
rioplankton production, denoting an independence of DOM excreted from
phytoplankton as the common C-source. Bacteria and producers distribu-
tion and abundance patterns are usually related in aquatic systems given
the bacterioplankton dependence on DOM release by phytoplankton. Given
the high loads of nutrients and organic matter in estuaries, bacteria are not
dependent on producer by-products for their own survival. As such, the
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strong relation between bacterial and primary production observed in the
open ocean and in lakes is not usually found estuarine systems [160]. Other
carbon sources (allochtonous inputs) may be equally available as substrate
for bacteria. Allochtonous inputs will tend, in this case, to uncouple bacter-
ial abundance and production from phytoplankton abundance and primary
production patterns, a¤ecting the natural pattern of both communities.

Some works show that in coastal surface waters, bacteria commonly make
up 5 to 20% of the microbial biomass with phytoplankton usually making
up most of the rest [161], although in summer when dissolved nutrients
are sparse, bacterial biomass sometimes exceeds that of phytoplankton. In
estuaries also this can be observed, even though the controlling mechanisms
are not the same because there is usually a constant nutrient enrichment
from rivers or land runo¤ alleviating nutrient depletion.

Estuarine waters are 1-3 orders of magnitude richer in bacterioplankton
than the open ocean [162]. In shallow estuarine systems, bacterial abundance
can be homogeneous down the water column or even higher near the bottom
[163]. In plankton communities, an important indicator of ecological dynam-
ics is the relative balance between the biomass of heterotrophic bacteria and
autotrophic phytoplankton [164]. Generally, the ratio of bacterial biomass to
phytoplankton biomass increases down a gradient of productivity, and equals
or exceeds unity in waters of low chlorophyll concentration [135, 165, 166].
Comparison of bacterial production to primary production is a well-accepted
indication of the trophic state of a system. Ecosystems where bacterial pro-
duction is lower than primary production are dominated by allochtonous in-
puts of organic carbon and are by de�nition heterotrophic [167]. Contrarily,
systems in which bacterial production is in de�cit of net primary production
are characterized as autotrophic [168]. The bacteria:phytoplankton biomass
ratio, although less informative of the functional nature of communities than
the ratio of productivity [164], is related to factors such as the turnover rate
of phytoplankton, the presence of detritus supporting heterotrophs, and the
export of autotrophs reducing support of heterotrophs [169].

A recent analysis of published literature indicates a bacteria:phytoplankton
biomass ratio of 1.00 for the open ocean, and 0.62 for coastal waters [169].
By comparing producers and bacteria biomass results (not production rates)
inside the estuary, it is possible to notice that the Tagus is dominated by
allochtonous inputs that fuel heterotrophic organisms like bacteria. This
explains the ratio between producers and decomposers biomass found in the
results. The variation inside the estuary (both diurnal induced by tides and
seasonal) generates a wide range variation of ratio values between di¤erent
estuarine areas and throughout the year. Nevertheless, when mean annual
values are calculated for each model station, it is possible to acknowledge
that the ratios are on the same order of magnitude (2.8 for MS1 and MS2,
2.2 for MS3, and 0.7 for MS4). These results show a clear prevalence of bac-
terioplankton in the upper estuarine area where substrate concentrations are
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higher, but also sediment concentrations that attenuate light in the water
column limiting phytoplankton growth.

Some studies suggest that the variation in the rates of bacterial activ-
ity in eutrophic and mesotrophic ecosystems might primarily be regulated
by temperature, with substrate supply playing a lesser role [170]. In olig-
otrophic systems the reverse situation occurs, with substrate supply being
more important in the regulation of bacterial growth than temperature [171].
This pattern is found in the results to some extent since the substrate avail-
ability for decomposers decreases from upper-estuarine areas to coastal ar-
eas. As such, the control on bacterial production shifts from temperature
in the inner estuary (since it is possible to assume that there is no nutrient
limitation) to a probable C-source limitation outside the estuary.

An independence of phytoplankton from bacteria-mediated nutrient re-
cycling is suggested by model results. In this application, like in any other
open system (i.e., with open boundaries with the input of nutrients), the
material cycle is open and so primary producers survive without the pres-
ence of decomposers or any other mineralizers. This happens because they
are still supplied by the external input of nutrient into the system. But
bacterioplankton growth appearing to be independent from phytoplankton
production cannot be used to dismiss the explicit modelling of this group.
The results suggest that thanks to the abundance of C-sources and associ-
ated nutrients to support bacterial growth, bacterioplankton play an impor-
tant role in the remineralization of organic matter. This process enriches
the inner-estuary areas, keeping a satisfactory supply of nutrients to support
phytoplankton production.

Given their lower C:Nut ratios, bacteria have a higher demand for nu-
trients. This requirement can explain the marked phosphorous limitation
observed at MS4 (�gure 4.30). Since there is no evidence for nutrient lim-
itation, and nutrient concentrations are relatively low (both organic and
inorganic forms), model results for summer months observed at the other
model stations suggest that the production and consumption of nutrients
in the system may be at an equilibrium. As such, nutrients are possible
consumed at the same time as they are being introduced in the system, ei-
ther by resuspension (POM), mineralization, transport, or from any other
source. The results for nutrient limitation for decomposers (�gure 4.30)
also shows that since there in no apparent nutrient limitation for bacterial
growth, carbon has to be the limiting resource for growth.

The composition of microbial assemblages varies along physical and
chemical gradients. In estuarine environments a high bacterial diversity is
expected due to the mixing of seawater and freshwater and the transporta-
tion of particles from many sources, including salt marshes, mud�ats, rivers
and bottom sediments, all present in Tagus estuary. It has been shown that
the bacterial composition of estuarine environments di¤ers from oceanic wa-
ters [172]. The model does not account for those di¤erences in composition.
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Figure 4.30: Nutrient (N and P) limitation in decomposers observed at
model stations during the entire year. The limitation is expressed in state
of nutrient reserves (quotas).
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From an ecological perspective, capturing the function (mineralization of
organic carbon and nutrients) of bacterioplankton in the system may well
be enough for this type of model and its scope of applications.

Like for other groups, bacterial biomass data was not available to com-
pare with model results. While bacterioplankton studies have been car-
ried out in other Portuguese rivers and estuaries like the Ria de Aveiro
([158, 173]), the Tagus estuary has been scarcely studied. As such, data on
the microbial community and relevance in this estuary is missing, making
impossible any veri�cation of model results. But the incorporation of a mi-
crobial loop into the model is still important. The same approach has been
made by other authors (e.g. [25]). The absence of any studies regarding
bacterial production in the water column inside the estuary prevents the
veri�cation of the model results. Despite this shortcoming, it is possible to
conclude that the model can reproduce a correct pattern of bacterioplankton
distribution based on the nutrient and organic matter discharges from the
rivers, as well as from the internal dynamics of the system.

4.4.11 Nutrient cycles

The choice to explicitly address N, P and Si cycles may be questioned for
the Tagus estuary because N is assumed to be the limiting nutrient. In some
systems like the Oosterschelde estuary (Netherlands) silica is assumed to be
the limiting nutrient and so, nitrogen and phosphorous modelling can be
considered irrelevant [43]. So, the limiting nutrient depends on the speci�c
characteristics of each estuarine system. Having a numerical tool that is
able to account for all major nutrient cycles enables the use of the model to
a wider set of scenarios.

Several studies based on observed data (experiments and in situ mea-
surements) and modelling simulations have pointed out nitrogen as the lim-
iting nutrient in the particular case of the Tagus estuary. But this condition
might well change in the future as already observed in several coastal sys-
tems. If the nitrogen to phosphorus ratio of the inputs remains the same
in future, or nitrogen inputs become relatively lower, there is no need to
change this assumption. However, if phosphorus inputs start to show a rel-
ative decrease compared to nitrogen or silicon, P might become the limiting
nutrient. Therefore, estimating the impact of an increase or decrease in
nutrient loads may not be very relevant assuming only one nutrient as a
possible limitation to growth. As an example, once nitrogen limitation is
decreased (by increasing the inputs), phosphorus will then control produc-
tion. The same is true for silica if both nitrogen and phosphorous loads are
increased. In Tagus this scenario seems unlikely in the near future. Besides,
previous studies using the MOHID system have revealed that an increase in
the nitrogen load to the system will not result in a signi�cant change in the
overall production given the light limitation that is taken to be the major
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control [142].
Cultural eutrophication re�ects the enrichment of catchments areas like

estuaries induced by human activities with nutrients like N and P, but not
with silica. For some time now this unequal nutrient enrichment has been
hypothesized as the cause of the shift from diatom dominance to non diatom
dominance in the phytoplankton composition [174]. Eutrophication condi-
tions, with an increase in nitrogen and phosphorus and not in silica, forces
a change in N:Si and P:Si ratios that are favorable to �agellate blooms and
unfavorable to diatoms.

The transition from diatom-based to non-diatom-based phytoplanktonic
communities in aquatic systems has been associated with a degradation of
the water quality [175]. Such occurrences have been observed in at least
one estuary in the south of Portugal, Guadina estuary, where a change in
Si:N and N:P ratios have induced a change in phytoplanktonic composition,
favouring potentially noxious species [176]. For future studies these factors
cannot be completely discarded considering that a total of sixteen WWTP�s
will be operational in the near future. In some systems, WWTP�s discharges
represent an addition of N and P (but not Si), enhancing silica-limitation.
The natural characteristics of Tagus estuary, especially its size and hydrody-
namic regime, makes negligible the impact of such discharges on the system
as a whole.

For the time being, the WWTP�s discharges appear to have little e¤ect
on the overall enrichment of the system. To assess the in�uence of WWTP�s
discharges in the system, a parallel run was made with the same simulation
settings used in this study, only this time without considering any additional
nutrient and organic matter sources besides the three rivers discharges. As it
can be seen in �gure 4.31, there are no signi�cant di¤erences between model
predictions at MS1 for the two simulated scenarios. To assess possible local
in�uences of the WWTP�s discharges, some additional comparisons are made
in �gures 4.32 and 4.33, only now portraying the entire estuarine system.

Looking at the spatial distribution some slight di¤erences can be seen.
The contour plots show that WWTP�s discharges do induce some minor
changes in the system. Taking nitrate concentration as an example (�gure
4.32), it is possible to see that there is a clear enrichment of the system more
marked in summer when Tagus discharges reach minimum values. Nitrate
concentration is also higher at the south margin in middle estuary and in
all upper estuarine area. However, this enrichment does not induce any
signi�cant growth in phytoplankton (�gure 4.33, top row), again highlighting
the fact that production is the system is not limited by nitrogen. Another
problem that can be aggravated is the oxygen consumption due to the OM
matter loads introduced in the system, followed by bacterial reduction. But
comparing the oxygen concentrations contour �elds for the two scenarios
(�gure 4.33, bottom row) it is possible to acknowledge that OM degradation
has a minor impact, only noticed in the upper estuary.
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Figure 4.31: Model results for selected variables at MS1 for two di¤erent sce-
narios: reference situation (with WWTP�s discharges) and another scenario
without any discharge from the WWTP�s inside the estuary.
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Figure 4.32: Contour plots for the nitrate concentration mgl�1 inside the
estuary during winter (top) and summer (bottom) conditions. The �rst
column corresponds to a scenario with no WWTP�s discharging inside the
system, while in the second column are the results for the reference scenario
with WWTP�s discharges. Model predictions for Julian day 43 and 177 for
winter and summer results, respectively.
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Figure 4.33: Contour plots for the diatoms chlorophyll concentration
(mgChlam�3, top row) and oxygen concentration (mgO2l�1, bottom row)
inside the estuary during summer conditions (Julian day 177). The �rst
column corresponds to a scenario with no WWTP�s discharging inside the
system, while in the second column are the results for the reference scenario
with WWTP�s discharges.
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Based on the results of this test it is possible to hypothesize that given
the hydrodynamic characteristics of the Tagus estuary, the actual situation
does not enhance any eutrophication process in this system.

For now, the model may reveal certain trends for the Tagus estuary or
even highlight hypothetical future problems related with nutrient enrich-
ment. Nevertheless, direct or indirect inferences must depend on a compre-
hensive and reliable data set, especially for the nutrient loads discharged to
the estuary. Above all, the dominance of non-silica dependence producers in
same parts of the estuary or at some points in time observed in model results
must be weighted against the limitations of the chosen scenario. As already
mentioned, there is no nutrients enrichment of the coastal areas by oceanic
circulation (e.g. upwelling). As a direct result, the lower estuarine areas are
more prone to nutrient de�ciency, specially from silica. This ultimately jus-
ti�es the sharp shift in the silica-dependent to non silica-dependent ratio in
producers observed. Aside from that, there no other indications of potential
problems in Tagus that might be induced by nutrient limitation or excess.

The N:P ratio also plays a role because it can have an in�uence on
interspeci�c competition, as a consequence of species-speci�c nutrient re-
quirements, and because the production of toxins by certain toxic species
increases under phosphorus de�ciency conditions (as shown in [177]). If so, a
model considering several phytoplankton groups as well as several nutrient
cycles may help to identify potential conditions for HAB events. Some-
times large blooms of dino�agellates occur in estuaries giving rise to the
well known episodes of red tides. Among other things, the tides may lead
to high �sh mortality and can spread to coastal areas outside the estuary.
Organic pollution and stable water conditions may trigger these episodes.
Because HAB occurrences are frequent near shore, local nutrient inputs are
usually thought to be a causative factor. The shift in nutrient ratios caused
by anthropogenic factors is also discussed as a signi�cant factor responsible
for HAB formation and e¤ects.

4.4.12 Relevance of sediment processes

In muddy cohesive sediments, such as those found in Tagus Estuary, there is
considerable biotic activity. The result is a complex interaction of biological
and physical processes that control much of the sediment dynamics. As a
pelagic model, mohid.Life.1.0 doesn�t have any benthic state-variables or
accounts for benthic mineralization, photosynthesis or any other processes
such as oxygen consumption that takes place in the sediments. However, the
modular arrangement of the MOHID system allows a simple parameteriza-
tion of mineralization of any property in the sediments. Even with the lack
of any reference rates for this particular system, the option to include this
mineralization approach was taken considering the importance of sediment
diagenesis in estuarine systems.
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Despite their important role in the food web, bottom fauna has not been
imposed as a forcing function. Likewise, benthic primary producers have
been left out of the simulation. Even so, the inclusion of this biological
component in the simulation of Tagus Estuary should be pondered given
the extensive areas of tidal �ats (up to 40% of the total estuary area).
Special attention should be given to benthic diatoms because the role of their
extracellular polymeric substances (EPS) in�uencing tidal �ats sediment
stability in Tagus Estuary has been found important [178].

4.4.13 Improving the operational tool

Human actions are resulting in large scale modi�cation of the hydrologic,
chemical and biological factors that regulate phytoplankton production within
estuaries [138, 179]. These phenomena are particularly relevant in high-
density urban areas typical in coastal zones and major estuarine zones. In
the last decades, many estuaries have experienced massive human-induced
modi�cations of external and internal organic matter supply and subsequent
perturbations in the nutrient cycles. In this context, predicting food-web
responses to future manipulations of organic matter supply, both planned
and unplanned, is becoming an important assessment strategy.

So far, the impact studies made withMOHID for the Tagus estuary rules
out the hypothesis of any change in the trophic status of the estuary under
the present identi�ed organic matter loads, even when doubling the actual
loads. Yet, the continuous monitoring requirements to evaluate the evolution
of the trophic state of the system under EU guidelines, demand an exhaustive
modelling e¤ort. Planning and decision-making can be improved by model
forecasting of ecosystem state by means of an operational ecosystem model.
For the time being, an operational version of MOHID with an NPZ model
for the Tagus is already implemented3 to evaluate the water quality of the
system. But to re�ect the state-of-the�art in operational modelling, the
MOHID system will have to adopt complex ecological models somewhere in
the future.

Recent trends in operational modelling show an increasing application
of complex hydrodynamic modelling e¤ort, but also the use of ERSEM-
complexity type of ecological models [39], despite all the constraints usually
associated with their complexity. However, the uncertainty related with pa-
rameter values and the di¢ culty to explain simulation results of models such
as the one presented here can be smoothed by data assimilation. Assimila-
tion refers to techniques used to integrate model and observed information
in an optimal way, taking into account the uncertainties or errors in the
model and the observations.

3Results can be seen online in real-time at http://www.mohid.com/tejo-op/
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4.5 Preliminary conclusions

The model implementation here presented is the �rst attempt to incorporate
all the major groups, from microbes to zooplankton, in a single numerical
simulation scenario of the Tagus estuary. Overall, it provided a reasonable
�rst estimate of the major trends in biomass of a highly dynamic and inter-
active community, where indirect e¤ects had considerable in�uence on the
abundance of the components. Since the main purpose of the model applica-
tion to the Tagus was to test the model behaviour and not so much achieve
a detailed description of the system dynamics, the analysis was based exclu-
sively on standing stocks and abundances. Rates and �uxes would provide
much more insight in the functioning of the system. So, the output of rates
and �uxes is now being implemented in the model by adapting algorithms
that are already available in MOHID.

Of even more interest are the model results that provide information
about regional di¤erences in the internal structure and functioning of the
system and how these vary in time and space. Finally, the model pro-
vides a valuable tool for synthesizing and evaluating these interactions in a
framework that can be replicated and rigorously tested. In addition, it can
be further developed in parallel as new knowledge on the system becomes
available. It also provides a tool for analysis and prediction of the system
response to human manipulation.

Benthic-pelagic interactions and benthic dynamics in general had to be
ignored in the absence of a benthic model. As such, the role of potential ma-
jor in�uences on the ecological dynamics and water quality inside the estuary
were impaired in the simulation, adding di¢ culties to the model calibration.
However, the relevance of such processes must be carefully assessed (com-
putational time requirements, complexity, etc.), prior to their full inclusion
to achieve a more accurate representation of the system. To minimize this
limitation, a benthic module already available in the MOHID system was
adapted and used (even in an incipient form) in the simulation. Future work
will encompass a development of a detailed benthic associated model. Only
by doing so, a correct assessment of the contribution of mineralization inside
the system can be accomplished.

The model generates far more results than we can ever hope to verify with
in situ data, given the scarcity of relevant observational and experimental
data on almost all aspects of the microbial food web. This shortcoming
should not be considered as reason to avoid the use of such complex models,
nonetheless. The authors of the ERSEM I model have reported the same
limitation of data without discarding the development of complex ecological
models [133]. Model results, even when not validated or evaluated against
data, can still be useful to give relevant information on the processes they
address, and eventually help to test hypotheses or even raise additional
relevant questions. But, on the other hand, the choice to use models with
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this degree of complexity and constraints must only be made if conditions
so require.

The increased knowledge about the mechanisms controlling the function-
ing of aquatic systems and the experience gained in the last decades with
ecological models have revealed that a proper modelling strategy to study
estuarine system dynamics, whether to understand their basic ecological
processes or to assess the implications of human-originated nutrient loads
to the trophic status of the system, must be done not only with a multi-
nutrient approach but also considering di¤erent producers groups. However,
because much of the production controlling factors in the Tagus estuary have
been studied and identi�ed by means of simpler models (EPA nitrogen based
model coupled with MOHID hydrodynamic model) validated by �eld obser-
vations, a complex model can prove to be redundant in some aspects like
the estimation of the impact of increased nitrogen loads. But complex eco-
logical models may be necessary to understand the role of each functional
group in the system, as well as the interplay of multi-nutrient control on
production. For a better understanding of the di¤erences between the two
ecological models available in the MOHID system, namely mohid.Life.1.0
and WaterQuality, a brief comparison is provided in Appendix A.

A previous research e¤ort must be done before the application of models
with this degree of complexity, namely the implementation of enclosure ex-
periments to estimate rates and �uxes, and to determine the proper trophic
matrix. This is usually the standard methodology in recent model appli-
cations (e.g., [29, 180]). In such complex systems as estuaries and coastal
areas, with a great amount of uncertain forcing values and some unknown
parameters ranges, the calibration e¤ort is always impaired. Under these cir-
cumstances, models are usually calibrated by changing the ecological model
parameters, sometimes using unreal values. In this sense, enclosure and/or
mesocosm experiments are the best way to calibrate the model prior to its
application to such systems. Only with the proper calibration approach it
is possible to make precise analysis of model results. Nevertheless, without
a speci�c calibration experiment for a given system, the model application
may provide a good basis to raise hypotheses and to infer possible explana-
tions.



Chapter 5

General discussion

5.1 Bulk quantity models vs. structured based
models

Most pelagic ecological models treat phytoplankton and zooplankton as bulk
quantities, meaning that no distinction made between species, groups or
sizes. With this approach, the rates included in the model represent popu-
lation or community averages. The outcome is that such models integrate
large ranges of possible values and can only provide an average distribution,
which may or may not be consistent with the available data for calibration
and veri�cation [36]. Since a full description of the biology of every species
is not feasible, all ecological models must assume some kind of simpli�cation
to deal with di¤erent organisms. The usual procedure consists of the ag-
gregation of these biological components into functional groups representing
the main functional roles of production, consumption, and decomposition
[39]. With this approach, individual organisms within a functional group
are assumed to be identical.

This modeling approach has been implemented in the MOHID systems as
its �rst ecological model for the water column. While it may be adequate to
study some ecological aspects of ecosystem dynamics, ranging from seasonal
patterns to excessive nutrient impacts, it can be reductive in others. So,
the adoption of a structured based modeling philosophy is justi�ed on the
need of broadening the scope of applications and detail in the ecological
dynamic of the modeled systems. As an example, the advantage of having
a structure-based model is found in modelling the ecological dynamics in
strati�ed coastal areas, with the typical phytoplankton succession scenario
[181].

Based on the results presented above (both in the schematic setting and
in the Tagus application), it is possible to conclude that more information
can be drawn from an application based on this principle. The exercise in
the schematic case portrays a theoretical study of the controlling factors for
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each group temporal evolution. In that sense, it helps to shed some light in
the producers and consumers behavior in general, but also in the behavior
of each particular group. The relevance of this feature is clearly seen in the
Tagus case, where the dominance of producers has a spatial variation.

The addition of a structure based on size or distinct features of a pop-
ulation (e.g. silica dependence or mixotrophy) adds realism to the models.
At the same time it allows the explicit inclusion of important phenomena
dismissed in bulk models, especially the control of abiotic conditions (nutri-
ents, light, etc.) on di¤erent populations. Also, the biotic control expressed
mostly on nonlinear interactions is only possible in models that include mul-
tiple types of predators and prey.

Predicting plankton community structure and changes in that same
structure is an important aspect of forecasting the e¤ects of natural, and es-
pecially man-induced ecosystem changes. This is particularly relevant when
it comes to evaluate the development of optimal conditions for HABs events.
But such model a prediction, even if in an incipient phase, requires models
that include a realistic representation of the physical environment as well as
realistic ecosystem structures. These are just some of the reasons behind the
need to equip the MOHID system with a structure based ecological model.

Eventually, both modeling principles, bulk quantity and structural based,
will achieve the same general results (as reported by the example in Appen-
dix A). However, the philosophy here developed enables to take the knowl-
edge on the system much further, and adds versatility to the model.

5.2 Photoadaptation and dynamic C:Chla ratios

Photoadaptation, involving the adjustment of pigment synthesis to irradi-
ance levels, temperature and nutrient availability, is a universal feature of
algal physiology. Photoadaptation responses have been observed in several
aquatic systems, expressed mainly in the adaptation of pigment content in
natural phytoplankton assemblages. Despite common, this process has been
observed to di¤er among groups of producers [65]. Its e¤ect on the rate of
primary production in natural systems, however, has been di¢ cult to eval-
uate in face of the irradiance �uctuation over a wide range of time scales
and di¢ cult to mimic in controlled environments. Nevertheless, this exper-
imental limitation does not imply that such process cannot be addressed in
primary production models. The great importance of this regulatory mecha-
nism and its response to environmental light conditions point to its relevance
and inclusion in models.

Many models have focused on photosynthetic responses that occur on
short time scales of minutes to hours (see [10]). The Geider et al. model [41]
was chosen as the methodology to assess photoadaptation given its ability to
estimate photoadaptation of pigment content on longer times scales of our
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to days. The ERSEMII scheme [182] was also a possible choice. However,
ERSEMII scheme for the chlorophyll assessment uses a diagnostic method
and does not account for explicit chlorophyll production. For that reason,
the more recent version of ERSEM has adopted also the Geider et al. model
(Job Baretta, personal communication). This implies that such mechanism
is in fact relevant, but also that the Geider et al. model is a reliable choice.

Since chlorophyll a is the most widespread index of phytoplankton abun-
dance in water [183], its explicit inclusion in production models has become
an important aspect of model development. The down-regulation of pigment
synthesis at high irradiance has been well documented in both prokaryotic
and eucaryotic phytoplankton [184, 185, 186], along with its re�ex on C:Chla
ratios. Hence, rather than simply de�ning primary production based on car-
bon or nitrogen and then extrapolate to chlorophyll a concentrations based
on �xed C:Chla or N:Chla ratios, this approach render more realism to the
model. According to Chapra [37], the opposing e¤ect of nutrients and light
on the C:Chla ratio seems to sharpen up growth events, allowing models to
better simulate both temporal and spatial gradients of carbon and chloro-
phyll in natural systems (e.g., spring blooms and deep chlorophyll layers).
Typically, it is assumed that acclimation serves to increase growth rates un-
der suboptimal ambient conditions over the value that would be achieved if
cellular chemical composition were static. Its importance to phytoplankton
population in diverse aquatic systems is indicated by variations in of C:Chla
observed in vertical pro�les, as well as along horizontal transects.

The variation of the C:Chla is also particularly relevant during the spring
bloom because changes in the light and nutrient environment can be dra-
matic. In addition, there may be the highly variable mixing depth through-
out the diel cycle [187], causing the intermittent exposure of phytoplankton
to limiting and saturating irradiances during the bloom event. Under such
conditions it is expected a physiological adjustment of C:Chla ratios, with
consequent e¤ects on phytoplankton growth.

The gradual accumulation of data on the temporal and spatial distribu-
tions of Chla in coastal and neritic provinces of the ocean is a direct result
of the increased use of direct measurements, using optical instruments like
remote sensing of Chla concentration from satellites and aircraft, and by
continuous measurement using in vivo �uorescence in ship-based or moored
instruments. However, this situation leads sometimes to a well documented
spatial and temporal distribution of phytoplankton biomass in a given sys-
tem that does not directly bene�t the use of models unable to account for
Chla dynamics. Oceanographers and modelers often relate Chla concen-
trations to primary producers biomass by means of empirical factors. But
because it varies, chlorophyll is a deceptive measure of true biomass, and
so this procedure has been recognized to be doubtful given the lack of pre-
cision of these factors. Using Chla spatial maps to determine biomass can
be misleading, especially if �xed C:Chla ratio models are used, or any other
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models that do not even account for chlorophyll. In phytoplankton cultures
C:Chla ratio varies from <10 to >100 [188], a range that is also expected to
occur in natural systems. For this reason, chlorophyll is a poor measure of
phytoplankton biomass [183]. Consequently, addressing C:Chla ratio condi-
tional factors and mechanisms is essential in improving model estimations
and usefulness.

Based on the model application to the Tagus estuary presented in the
previous chapter, the adaptation mechanism to di¤erent light climates on
the system is well portrayed in C:Chla evolution time series (see �gure 4.17).
Fixed C:Chla used in conversion to estimate chlorophyll concentrations may
produce good results under some circumstances, but will eventually fail to
correctly depict the evolution of a system with a strong seasonal and spatial
heterogeneity. Using model results for MS1 in the Tagus case as a reference,
�gure 5.1 illustrates the di¤erence in chlorophyll concentrations calculated
by the model (with variable C:Chla ratios) and by calculating chlorophyll
from carbon or nutrient biomass using �xed ratios. In this case, the estimates
were made from diatom carbon biomass. It is possible to notice that there
is a di¤erence between winter and summer; higher C:Chla is better suited
to estimate chlorophyll content in summer conditions (expressed in a better
adjustment between C:Chla ratio of 100 line with the variable C:Chla line),
while a lower ratio (C:Chla = 60) is a better choice for winter conditions.
Curiously, besides the seasonal di¤erence, there are also a spatial di¤erences
(shown in Tagus results). This is another reason why a �xed ratio is un�t,
given that distinct areas in the same system can have di¤erent C:Chla ratios
at the same temporal instant.

These observations may lead to conclude that when conditions are more
stable, whether from nutrient availability or light climate (like in MS4 where
the river discharge is not so strong, as well as it seasonal signal), a �xed rate
might be a reasonable choice. However, when conditions have strong changes
of nutrient availability and light conditions, a photoacclimation mechanism
becomes an essential requirement for reliable chlorophyll biomass estimates.

A �nal argument on the importance of having a chlorophyll synthesis
adapted to the availability of light and nutrients can be found in studies
where di¤erent �xed ratios have been used to determine the �uxes of pro-
duced material. In one study, Jassby et al. [157] demonstrates that a change
from a C:Chla ratio of 50 to 35 resulted in a decrease of 17 tons y�1 and a
net transport loss increase of 2 tons y�1:

5.3 Production control

Since a large fraction of carbon in aquatic systems is now thought to �ow
through bacteria, the knowledge of factors controlling bacterioplankton pro-
duction is relevant to the understanding of biogeochemical cycles function-
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Figure 5.1: Chlorophyll concentrations (mg Chla m�3) obtained by the
model (variable C:Chla) and calculated from diatoms carbon biomass using
�xed C:Chla ratios. C:Chla ratios of 60 (top) and 100 (bottom) were used
as reference values. Inset plot shows the actual C:Chla at each time instant
calculated by the model based on diatoms C and Chla content.



212 CHAPTER 5. GENERAL DISCUSSION

ing and, particularly, to the prediction of their evolution after perturbation.
The main factors regulating bacterial growth (availability of organic and
inorganic substrates, temperature, predation, viral lysis, etc.) have been
considered in the model development and reasonably modelled. However,
such an attempt is a �rst step in including these processes given that qual-
itative and quantitative relationships among these factors are still poorly
understood.

Several potentially important processes are excluded from the model
given their complexity in parameterization or incipient knowledge about
their real impact. The model does not account for producers viral infection,
an important process in�uencing some algal blooms ([189, 190, 191]) as it
can be noticed by the fact that during a bloom period of phytoplankton, free
viruses in the water varied by a factor of >30 [192]. The sharp reduction
of phytoplankton biomass sporadically observed by remote sensing in some
estuaries suggests that this process may control the end of blooms to some
extent.

Phytoplankton absorb incident light as a function of wavelength, pig-
ment concentration, cell geometry and the presence of other attenuating
components in the water column. Also, the spectrum of absorption coe¢ -
cients for the pigment assemblage is characteristic for each phytoplankton
species. While some models take most of these characteristics into account
(e.g. [11]), only a few are considered in the model here presented.

5.4 The microbial loop and organic matter com-
ponents

Several factors highlight the importance of incorporating bacterioplankton
in model components. As already mentioned, their role as decomposers is
fundamental in estuarine systems. But they are also relevant in open ocean
systems, as mentioned by Kirchman et al. [106] based on observations of
rapid DOC turnover by bacterioplankton during the spring bloom in the
North Atlantic Ocean. Considering the general scope of potential appli-
cations of mohid.Life.1.0 to both eutrophic and oligotrophic systems, the
role of bacterioplankton must be addressed explicitly. The trophic gradient
change from eutrophic to oligotrophic, in�uenced basically by the bacterio-
plankton to phytoplankton ratio, is now beyond dispute [193]. In this con-
text, the particular role of bacterioplankton has been pointed out as having
paramount importance [194], a fact that justi�es by itself the incorporation
of a detailed microbial loop dynamics in aquatic ecological models.

In ERSEM model a short turnover time is assumed for labile DOM,
meaning that this fraction of organic matter does not accumulate over time
into considerable concentrations, and is instead consumed by bacteria as it
is produced. These assumptions are at the base of a model simpli�cation
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by not representing labile DOM as a state variable. In the model presented
here, however, labile DOM is de�ned as an explicit state variable. The
reason for this assumption lies on the fact that under certain circumstances,
labile DOM can accumulate in the water column and reach considerable
concentrations. Because all DOM compartments have a variable C:N:P, one
can de�ne an hypothetical situation where labile DOM has a low nutrient
to carbon ratio and there is no inorganic nutrients in the water. With
these constraints, bacteria will be unable to consume DOM at the risk of
aggravating the need for nitrogen and phosphorus.

Integrating the microbial food web is essential to understand the dy-
namics of ecosystem behaviour and any consequences of perturbations in
the forcing of such complex systems. But as the application to the Tagus
estuary reveals, the scarce or absent data on bacterioplankton and DOM
quantity and quality (composition), prevents any validation e¤ort. In such
cases, even if only a qualitative validation can be attained, some conclusions
on the microbial dynamics can still be inferred from the results.

5.5 Sensitivity analysis

Two potential problems must be faced when developing ecosystem models:
�rst, complex models may not behave as the sum of their components parts,
and the second is that some aspects of a model which may be unimportant in
one particular situation may become signi�cant under di¤erent conditions.
Some of these problems highlight the importance of carrying out a sensitivity
analysis to determine which parameters the model is most sensitive to, and
how large an error may be introduced by poorly constrained parameter
values. However, such analysis does not tell us why a particular parameter
is important. Even so, this exercise helps in the identi�cation of parameters
which may have a greater impact on the model outcome.

The sensitivity analysis performed in this study has pointed out such pa-
rameters, and in that sense proved to be an essential step in the evaluation
of the model output. The sensitivity analysis indicates that the function
controlling predation kinetics are very important in determining model per-
formance. The same result is mentioned by Davidson [17] after reviewing
several ecological models with a microbial food web. This author also im-
plies that the lack of rigor applied to the choice of the ingestion function may
result in serious shortcomings in the �nal model. Overall, the model showed
little sensitivity to most parameters and, in this sense, the complex ecosys-
tem model can be considered robust. Further conclusion could be drawn
by a more detailed analysis but in the present context they fall outside the
scope of this work.
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Chapter 6

Concluding remarks

The present work consisted mainly of the development of a generic model
for the dynamics of marine plankton communities and subsequent testing.
The construction of the model, the sensitivity analysis undertaken, the ap-
plication to a real system and the attempts to calibrate it have all revealed a
number of uncertainties in existing knowledge regarding the rates of various
processes, as well as on the processes themselves (DOM degradation kinet-
ics, etc.). In terms of the objectives listed in the introduction, the modelling
exercise was largely successful, i.e., the development of a process-oriented
biogeochemical model for pelagic systems re�ecting the state of the art in-
side the MOHID modeling platform, and its subsequent testing. But the
model is by no way in a �nal form inasmuch it has been conceived to be
easily changed to �t to speci�c needs. This means that there is still work
in progress and as such it will be subject to changes in time. The scope of
changes will range from code re-arrangement to facilitate the manipulation
of the large amount of input information, minor changes in some in the pa-
rameterization of processes and above all, the inclusion of new processes of
state-variables or exclusion of some already existent as knowledge on their
particular relevance advances.

Two additional steps will assist further in the development of the model.
These are: (1) a comprehensive sensitivity analysis, and (2) attempts to
validate the model by applying it to the existing, applicable data sets or to
a new data set collected for this purpose. Both tasks have been undertaken
to a certain extent. But a detailed study of a particular system with the
model can be improved by performing these tests with the object of study
in mind. Insights gained from the above, in conjunction with those obtained
from this initial exercise, could lead to improvements in the model, in the
form of structural or parameter changes. Once con�dence has been gained
in an improved model, it should be possible to delineate experimental pro-
grams. These can go from assisting in the design of plankton sampling and
monitoring exercises, to the preliminary testing of related hypothesis, prior
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to the validation in the �eld or laboratory.
The structure of the model makes it straightforward to add other compo-

nents or to adapt some of the already existent (having in mind an adaptation
to benthic processes). Moreover, taking advantage of the MOHID system
characteristics, the model can be applied to other environments by chang-
ing parameter values, its trophic structure, and the input biomass spectrum.
The model was designed as simple as possible to allow a thorough model
analysis, but su¢ ciently detailed for an appropriate description of relevant
ecological processes (with both biotic and abiotic in�uences).

The ability of the model to describe the chemical composition of phy-
toplankton across the di¤erent set of conditions addressed (both real and
schematic) suggests that essential features of phytoplankton physiology have
been adequately represented. In addition, another feature captured by this
model is that it also reproduces the time course of changes in chemical
composition and growth that occur when environmental conditions change.
These aspects of model behavior were particularly evident in the Tagus ap-
plication where the model was able to respond to di¤erent spatial and tem-
poral sets of environmental conditions (e.g., shifts in C:Nut ratios). This
capacity confers versatility to the model, increasing the potential simulation
scenarios to apply the model as well as the magnitude of physical-biological
interactions that can be studied.

Mohid.Life.1.0 model was designed to be a generic ecological model,
meaning that the rates and variables had to be derived from the literature,
estimated by calibration or, in some cases, assumed. While this unques-
tionably reduces the potential for using the model as a predictive tool in
the Tagus application, the model exercise helped to address uncertainties in
knowledge of the functioning of this particular system, but also to reinforce
some assumptions made in other studies.

Finally, benchmarking or "beta testing" involving a wide number of users
implementing the model will be a major step towards the dissemination and
improvement of the model. Not only does this process will result in the
identi�cation of potential conceptual errors, but it will also provide guidance
on how to modify the model so that it will meet users�needs more adequately.
This will be the ultimate test on the model usefulness.
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Appendix A

Model comparison

A.1 Introduction

For many years the MOHID system relied upon the WaterQuality (WQ)
model to simulate the ecologic dynamics and water quality of the system
where the model was implemented. When this model was developed in the
MOHID system, it captured the major trends of water column ecological
models for marine systems at the time. Since then, theWaterQuality model
has already been implemented in numerous studies, ranging from estuaries
to coastal systems, focusing on a wide range of processes, from nutrient load
impact assessment to primary production controlling mechanisms.

The WaterQuality model follows the general principle of NPZ models,
having nitrogen as the only nutrient limiting phytoplankton growth1. There-
fore, nitrogen is used as a currency between the components of the trophic
structure (NPZ approach). The model does not account for the carbon
content of phytoplankton and zooplankton. Nonetheless, model results for
these groups are expressed in mgC l�1, depending on the Red�eld ratio for
a conversion of nitrogen cell content to carbon biomass. Chlorophyll con-
centration is not explicitly accounted by the model, but is instead calculated
from the phytoplankton carbon biomass by means of a �xed C:Chla ratio.
From the time it was implemented, the WaterQuality model has been up-
graded and extended to include more nutrient cycles (P and Si) and new
functional groups, bacteria and ciliates. Phytoplankton was also adapted to
account for diatoms.

The recent trends in knowledge about the ecological dynamics of coastal
and oceanic systems, as well as the recent developments in its mathematical
modelling, has pushed the development of the MOHID system to keep in
pace with the state-of-the-art. For that reasons, mohid.Life.1.0 (mL1.0 ) was
developed an implemented into the MOHID modelling tools. This imple-

1A full description of WaterQuality model can be downloaded at www.mohid.com after
registration
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Table A.1: Synthesis of the major characteristics of the marine ecological models
in the MOHID system.

WaterQuality Life

Baseline philosophy EPA (1985) ERSEM I, II

Explicit cycles N, P, Si C, N, P, Si

C:Nut Stoichiometry Fixed (Redfield ratio) Variable (Droop nutrient kinetics)

Chlorophyll Derived from carbon biomass using a fixed
ratio

Synthesized, allowing variable C:Chla
ratios (photo adaptation)

Producers Two predefined functional groups
(silica and non-silica dependent)

Variable (1 or more)
Silica-dependence as an option
Functional group approach

Consumers Two predefined functional groups Variable (1 or more)

Decomposers Present Present

OM mineralization Fixed rate and recycling by consumers Recycling by consumers and decomposers
(microbial loop)

Unit system mg l-1 Generic

Benthic model In development In development

mentation doesn�t imply an abandon of the WaterQuality model. Keeping
both models renders MOHID system greater versatility. As stated before,
the nature of any particular study and the answers it is supposed to ad-
dress may determine the degree of complexity needed in an ecological/water-
quality model (a brief list of the major characteristics of each model is pre-
sented in table A.1). Also, the computing time demand can impose a choice
on which model to use. Only after some re�ections on the advantages and
disadvantages of each model under any particular circumstances, a decision
can be made on which one to use.

To better understand the major di¤erences and similarities of both mod-
els behaviour, a simple comparison test is provided in this section. This test
aims only at compare the output of the models under the same circumstances
and to highlight the major features in the results. A tentative explanation
on the results is o¤ered whenever possible and relevant.

A.2 Methodology

A.2.1 Model runs

Both models were used under the same circumstances, i.e., the same run-
ning time and time step, the same meteorological forcing, the same loads
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and �ows for rivers and WWTP�s discharges in the system, and with the
same initial conditions for all variables. The same methodology was used for
the coupled hydrodynamic model to ensure that di¤erences in the output
resulted only on the distinct structure and parameterization of each ecolog-
ical model. WQ model setup consists on the nitrogen cycle, with mineral
and organic forms, on dissolved oxygen evolution, and on phytoplankton
and zooplankton dynamics. Parameter values adopted here where the same
used in the studies mentioned before.

A.2.2 Compared variables

Only similar variables between the two models are compared for the last year
of the simulation. Except for the intermediate form of nitrogen, nitrite, they
correspond to the list of state variables addressed by theWQ model: ammo-
nium, nitrate, oxygen, PON, labile DON, refractory DON, phytoplankton
and zooplankton. Despite having di¤erent nomenclatures, the models ad-
dress the same basic properties. Labile and semi-labile DON in mL1.0 is
compared with labile and refractory DON of model WQ, respectively. Be-
cause mL1.0 current application has two producers groups and explicitly
accounts for both groups, C biomass and Chla content, both are compared
against WQ results. While carbon biomass is a direct output of WQ and
can be directly compared with mL1.0 results, the same cannot be done
to chlorophyll. WQ results for phytoplankton were converted to chlorophyll
using two di¤erent C:Chla ratios, 60 and 100, an then compared with mL1.0
output. Carbon and chlorophyll values from mL1.0 correspond to the total
producers C and Chla biomass (given by the sum of both groups).

A.2.3 Result analysis

A simple comparison of results is presented here, with plots of the output
of the models for the shared variables. No statistical treatment or analysis
was made to model results. As such, only a qualitative analysis is presented
by means of simple plots for the same state variable in both models. Time
series for the properties obtained at model stations (MS) were compared.
To check model behaviour and ability to reproduce observed values, in situ
data was plotted against model predictions. In addition, to evaluate model
behaviour for the entire system, spatial �elds for some properties were also
compared whenever found helpful.
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A.3 Results and discussion

A.3.1 Nutrients

Nitrate results show a striking similarity between the two models, both in
the seasonal �uctuations and values range. Looking at �gure A.1 it is pos-
sible to notice an agreement in model solution for all monitored stations.
Both models capture the general tendency expressed by in situ data. The
main di¤erence between models regarding nitrate temporal evolution is that
values are usually higher in WQ results. This occurrence tends to decrease
towards the estuary mouth. Model results also agree in the spatial distrib-
ution of this property inside the estuary (�gure A.3). Some discordance is
found in summer months, with mL1.0 results showing higher values in up-
per estuarine areas. Despite the di¤erences between the two model results,
the general pattern is very similar.

Ammonium concentrations (�gure A.2), on the other hand, shows a
rather di¤erent scenario. While mL1.0 results show a clear seasonal pat-
tern, ammonium concentrations remain almost constant (around 0.1mgN
l�1) throughout the simulated period in WQ results. Despite missing the
seasonal regime, WQ results have a good agreement with measured values.
In general, mL1.0 seems to overestimate ammonium concentrations in the
system while WQ seems to underestimate it.

Ammonium results in mL1.0 can be �ve times higher than ammonium
concentrations in WQ. The di¤erence is particularly notice in upper estu-
arine areas and during winter months. Because ammonium is a by-product
of biological activity, the main reason of this discrepancy in results must be
attributed to the in�uence of biological groups. As an example, the lack of a
marked seasonal regime in the biological groups (discussed below) accounts
for the steady conditions of ammonium concentrations inWQ. Bacterial ac-
tivity mineralizing OM and the lack of uptake by producers in winter months
can account for the high concentrations of this nutrient in mL1.0.

A.4 Oxygen

Predictions for oxygen concentrations shows a good agreement between mod-
els. In �gure A.4 it is possible to see that except for MS4, all others have
a similar oxygen concentration the entire year. The same agreement can be
seen in the spatial distribution inside the estuary (�gure A.5).

A.5 Biological groups

Both models have an output for phytoplankton carbon biomass and so this
state variable was used to compare producer�s abundance. Estimates for
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Figure A.1: Results for nitrate (mgNl�1) observed at the monitored sta-
tions.
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Figure A.2: Results for ammonium (mgNl�1) observed at the monitored
stations.
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Figure A.3: Model results for nitrate horizontal distribution inside the estu-
ary. First row shows WQ results and second column mL1.0 results. Model
predictions for Julian day 43 and 177 for winter (top row) and summer
(bottom row) results, respectively. Values in mgCl�1.
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Figure A.4: Results for oxygen (mgO2l�1) observed at the monitored sta-
tions.
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Figure A.5: Model results for dissolved oxygen horizontal distribution inside
the estuary. First row shows WQ results and second column mL1.0 results.
Model predictions for Julian day 43 for winter results. Values in mgO2l�1.

phytoplankton evolution, illustrated in �gure A.6, show di¤erent results be-
tween the two models. Probably the most striking di¤erence is the obvious
mismatch between results regarding to the spring bloom formation. In ad-
dition, WQ results are characterized by higher values in winter and lower
values in summer, when compared to mL1.0 results. WQ results retain a
seasonal trend but only a mild bloom is observable in late-summer.

Because WQ does not account for chlorophyll cell content, a �xed ratio
is used to derive this property from carbon biomass. Usually the C:Chla
ratio is chose to best �t observations whenever available, whereas mL1.0
explicitly account for chlorophyll cell content, with the C:Chla determined
by ambient light conditions and nitrogen uptake. Despite the di¤erence
between models, chlorophyll concentration results from mL1.0 were com-
pared with WQ estimations using two di¤erent C:Chla ratios, 60 and 100.
Results from the di¤erent assumptions can be seen in �gures A.7 and A.8.
More than providing a comparison between the two models, this analysis
highlights the limitation of using a �xed ratio to determine chlorophyll from
carbon biomass. It is di¢ cult to determine which C:Chla ratio is the most
appropriate ratio to convert from carbon biomass to chlorophyll concentra-
tions. The fact that WQ model misses the bloom formation is late spring
compromises any conclusion.

The clear seasonal regime in the light regime forcing functions deter-
mines a �uctuation in the C:Chla ratio of natural assemblages. As such, a
�xed ratio may suit better results in a particular period of the year (e.g.,
C:Chla of 60 in summer), but may prove inappropriate on other occasions.
Even achieving a good seasonal regime in phytoplankton production, the
WQ is constrained by a �xed C:Chla ratio in the estimation of chlorophyll.
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Ultimately, the choice of any C:Chla will impair the outcome because it
may provide a good �t to data in some occasions, but will eventually give
an overestimate or underestimate on others.

Zooplankton grazing on phytoplankton can be ruled out as a possible
explanation for the lack of a bloom in late-spring and the low concentra-
tions during summer. Zooplankton biomass remains relatively constant in
WQ during the entire simulated period (�gure A.9), even showing a mild
depression during summer.

Given the lack of a top-down (grazing) or bottom-up (nutrients) control
on primary production, WQ results suggest that phytoplankton growth is
being slowed possible by the adopted parameter values. The di¤erent pa-
rameterization of phytoplankton�s light response between models can also
account for the observed di¤erence in results.

A.6 Organic matter

All compared forms of organic nitrogen show the same seasonal and spatial
trend, failing sometimes a match in values range, especially during summer.
PON outcome from the models show a reasonable agreement in the predic-
tions for winter months (an example can be found in �gure A.10), but there
is a clear di¤erence in all monitored stations during the rest of the year, as
noticed in �gure A.11. Results in mL1.0 have systematically higher concen-
trations. Because both models were forced with the same set of conditions,
this occurrence can only be explained as a result of biological activity.

Of all compared organic forms, labile DON show less agreement between
the two models (�gure A.12). Here, despite some agreement on concentra-
tion evolution in time, WQ results are usually higher. The main di¤erence
between models regarding DON dynamics are related with the mineraliza-
tion kinetics. While WQ has a �xed mineralization rate, the same process
is explicitly handled in mL1.0 by bacteria consumption and recycling. As
a consequence, labile DON concentrations are kept low because they are
used by bacteria as N substrate. With river in�uence at a minimum during
summer, all labile organic matter forms are generated internally and so they
are entirely consumed by bacteria.

Finally, semi-labile DON results in mL1.0 show a fairly good agreement
with refractory DON of WQ. Again, the major di¤erences are found during
summer months with mL1.0 values systematically higher (�gure A.13). Be-
cause it is not considered as refractory, semi-labile organic matter in mL1.0
is more rapidly available for use, but also released as a fraction of all excreted
and mortality products. This means that especially at high biological activ-
ity episodes like blooms, its concentrations have a marked increase followed
by a decrease when the activity starts to slow down. Both models deal with
this component of DON in di¤erent ways, a fact that helps to explain the
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Figure A.6: Results for phytoplankton carbon biomass (mgCl�1) observed
at the monitored stations.
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Figure A.7: Results for phytoplankton chlorophyll concentration
(mgChlam�3) observed at the monitored stations. WQ results calculated
with a C:Chla ratio of 60.
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Figure A.8: Results for phytoplankton chlorophyll concentration
(mgChlam�3) observed at the monitored stations. WQ results calculated
with a C:Chla ratio of 100.
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Figure A.9: Results for zooplankton carbon biomass (mgCl�1) observed at
the monitored stations.
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observed discrepancy in summer months.

A.7 Conclusions

A fairly reasonable agreement was observed between the two models output,
with the exception of biological groups, phytoplankton and zooplankton;
mL1.0 has a marked seasonal �uctuation in all compared variables, while
WQ results shows a smaller variation during the entire year.

While resulting from a distinct producer�s dynamics parameterization
between the two models, this discrepancy does not re�ect a limitation in
WQ phytoplankton parameterization. Rather than being attributed to the
WQ model philosophy, the absence of a phytoplankton response in summer
can result from the adopted parameter values.

Both models can address the same issues and capture the dynamic of
the system, but the level of detail is di¤erent. As an example, nutrient
and light limitation in production can only be inferred in WQ, while in
mL1.0 they can be estimated by model output (by nutrient cell quota by
and C:Chla ratio evolution). But mL1.0 has a downside when compared
with WQ; it takes about 1.5 times more computational time to simulate the
same scenario (particular relevant in long time simulations), and the results
are fare more time-consuming to analyze.

Ultimately, the choice to use one of the models will rely on the study
requirements. WQ can be suited to study major characteristics of a par-
ticular system, specially water quality evolution in time and the response
of the system to di¤erent nutrient and OM loads scenarios. Despite the
same can be done using mL1.0, the application will have a higher computa-
tional time-demand, compromising its applicability if numerous successive
runs are required. If a detailed study of the ecologic dynamics of a system
is required, then mL1.0 becomes the only feasible choice, especially if car-
bon cycle is the currency between model components (e.g., microbial loop
in marine systems).
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Figure A.10: Model results for PON horizontal distribution inside the estu-
ary. First row shows WQ results and second column mL1.0 results. Model
predictions for Julian day 43 (winter). Values in mgNl�1.
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Figure A.11: Results for PON (mgNl�1) observed at the monitored stations.
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Figure A.12: Results for labile DON (mgNl�1) observed at the monitored
stations.
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Figure A.13: Results for semi-labile/refractory DON (mgNl�1) observed at
the monitored stations.


